Computational methods such as transfer entropy and Granger causality have been widely applied in studying causal interactions between brain regions. The outputs of such methods are asymmetric causality matrices which can then be further processed as desired. A natural consideration in applying such a method is how it can be further analyzed to reveal the structure and organization of the input data. One tool that has recently gained popularity for its ability to detect the organization of data is persistent homology. However, standard persistent homology requires input data to be symmetric, and cannot be applied directly to asymmetric causal interaction data. We explore a recently-developed tool called Dowker Persistent Homology (DPH) that accepts any asymmetric, non-metric data as input, and test it via the following question: Given the output of a causality analysis method applied to spike trains of rodent hippocampal place cells, can one recover the topology (i.e. connectivity of locations) of the physical stimulus space? Prior results in the literature have already established a “learning time model” that uses persistent homology to recover topological information about the stimulus space of rodent place cells from their spike trains. Thus the validity of DPH can be verified if it can recover similar topological information after first passing the data through a preprocessing step that estimates causal interactions. We simulate spike train data using parameters established for the learning time model, and preprocess this data into Markov chains that capture causal interactions between place cells. We then apply DPH to these Markov chains, and are able to recover topological information about the physical stimulus space. Our results suggest that DPH can be effectively combined with causality inference methods for computational modeling.

Introduction. It is commonly accepted that an animal’s awareness of its surroundings—the physical stimulus space—is encoded in the firing activity of place cells in its hippocampus [1]. Place cells are characterized by having firing patterns that are restricted to spatially localized regions called place fields [2]. Experimental results [3] suggest that the firing patterns or spike trains of place cells contribute spatial information that the brain uses to infer properties of the stimulus space. This has led to some interest in the following question: Without assuming place field information, what information can be extracted from only the spike trains of place cells? In [4], the authors used a mathematical shape analysis tool called homology to count the number of obstacles in an arena being explored by a rat. This idea was further developed in [5, 6], where the authors used a time-series sensitive notion of homology called persistent homology (PH) [7] to identify bounds on the choices of parameters (e.g. number of place cells, sizes of place fields, firing rate) with respect to which homology could correctly identify topological features (i.e. connectivity/adjacency of locations) of the stimulus space from spike train data. Specifically, the authors simulated spiking activity of rodent place cells as the animal explored arenas having one or two obstacles (the topological features). The ground truth to be recovered was the number of obstacles in each arena.

A different mode of information that one may wish to recover from spike train data is the structure and interaction of the neurons themselves. Specifically, one may wish to recover causal interactions between individual neurons [8, 9, 10]. Such causality maps may provide information not just about the excitatory/inhibitory nature of the neurons being observed, but also of hidden neurons that exert influence on recorded neurons [8]. The causality maps which are outputs of such methods are square, asymmetric matrices. We interpret these as weighted, directed networks that we call hippocampal networks. Conceivably, applying persistent homology to hippocampal networks will yield additional information about the stimulus space of the recorded neurons, e.g. which neurons played an excitatory role in spatial navigation. However, asymmetric structures are
invalid as input to standard PH methods, so the richness of a causality detection method is countered, a priori, by a loss of the insight provided in [4, 5, 6] by homological methods.

**Methods.** In our work, spike train data for 125 place cells were generated from 3000 simulations of an animal exploring square arenas with 0, 1, 2, 3, and 4 obstacles, respectively, based on parameters used in [6]. The ground-truth topological information for each simulation was the number of obstacles in the corresponding arena.

Directed networks were generated according to the following model: the nodes were the place cells, and the asymmetric weight from cell $i$ to cell $j$ was the fraction of times cell $j$ fired over a threshold $h_1$ within a time window of $\sim 0.6$ seconds after cell $i$ had fired over a threshold $h_2$. The matrices were normalized in order to be interpreted as Markov chains.

To apply persistent homology to these asymmetric networks, we developed a method called Dowker Persistent Homology (DPH) [11] that accepts an asymmetric network as input and computes network invariants called Dowker persistence barcodes as output. We applied DPH to the simulated data and compared the resulting barcodes using a metric called bottleneck distance. The resulting metric space was then embedded in the plane using classical MDS and Isomap (Figure 1). Videos of a 3D embedding are available on [https://research.math.osu.edu/networks/dowker/arenaVid.html](https://research.math.osu.edu/networks/dowker/arenaVid.html).

**Results.** As shown in the MDS plots of Figure 1, our methods can conclusively extract ground-truth topological information about the stimulus space from directed hippocampal networks, and place networks coming from arenas with the same number of obstacles into well-defined clusters. We propose our DPH method [11] as a general model for uncovering structural information from asymmetric networks.
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