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ABSTRACT. We develop the theoretical foundations of a network distance that has recently been applied to various subfields of topological data analysis, namely persistent homology and hierarchical clustering. While this network distance has previously appeared in the context of finite networks, we extend the setting to that of compact networks. The main challenge in this new setting is the lack of an easy notion of sampling from compact networks; we solve this problem in the process of obtaining our results. The generality of our setting means that we automatically establish results for exotic objects such as directed metric spaces and Finsler manifolds. We identify readily computable network invariants and establish their quantitative stability under this network distance. We also discuss the computational complexity involved in precisely computing this distance, and develop easily-computable lower bounds by using the identified invariants. By constructing a wide range of explicit examples, we show that these lower bounds are effective in distinguishing between networks. Finally, we provide a simple algorithm that computes a lower bound on the distance between two networks in polynomial time and illustrate our metric and invariant constructions on a database of random networks and a database of simulated hippocampal networks.
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1. INTRODUCTION

Networks which show the relationships within and between complex systems are key tools in a variety of current research areas. In the domain of bioinformatics, networks have been used to represent molecular activity [83], metabolic pathways [77], functional relations between enzyme clusters [69] and genetic regulation [85, 64]. Networks have been used as a natural tool for representing brain anatomy and function [90, 91, 92, 80, 73]. Network-based methods have also appeared in data mining [98], where the goal is to extract patterns or substructures that appear with higher frequency than in a randomized network [21, 46, 102]. Other examples of networks include social networks [54, 27], information networks such as the World Wide Web [31, 68, 51], and technological networks such as the electric power grid [100, 56]. For a more comprehensive list of the literature on complex networks, consult [66].

A recent development in network analysis is the application of methods from topological data analysis, e.g. persistent homology, to network data. Although this connection is being developed rapidly [86, 87, 75, 76, 38, 37, 25, 59, 17], there is much that remains to be explored. It is important to point out that some authors have treated networks as metric spaces [55, 49] or symmetric objects such as weighted graphs [13, 38, 76], both of which are well-understood mathematical objects. In contrast, the authors of [17, 16] treated a network as a generalization of a metric space, i.e. a finite set $X$ equipped with an arbitrary function $\omega_X : X \times X \rightarrow \mathbb{R}$, and provided a formal treatment of persistent homology in this general setting. A key theoretical contribution of [17] was a set of proofs showing stability of persistent homology methods applied to networks, which is a necessary step in making such methods amenable to data analysis. The essential ingredient in the discussion regarding stability was a definition of a network distance $d_N$, which in turn had appeared in earlier applications of topological data analysis methods (namely hierarchical clustering) to networks [12, 11], and more recently in [88] and [19] (in proving stability for an alternative persistent homology method for network data).

From a theoretical perspective, there still exists a gap in our understanding of this network distance $d_N$, which is structurally based on the Gromov-Hausdorff distance [41, 42] between metric spaces. Beyond its origins in metric geometry [7], the Gromov-Hausdorff distance between metric spaces has found applications in the context of shape and data analysis [62, 60, 61, 10, 15]. Thus one expects that an appropriate modification of the Gromov-Hausdorff distance would be a valuable tool in network analysis. The literature on $d_N$ listed above suggests that this is indeed the case.
However, while $d_N$ has found successful theoretical applications, there are important foundational questions about $d_N$ that need to be answered, such as the following:

**Question 1.** What is the “continuous limit” of a finite (discrete) network, and how does one extend $d_N$ to this setting?

In this paper we provide an answer to the question above. We view a network as a first countable topological space $X$ equipped with a continuous weight function $\omega_X : X \times X \to \mathbb{R}$. This definition immediately subsumes both metric spaces and the finite networks (understood to have the discrete topology) described earlier. We state most of our results for compact networks, which are networks satisfying the additional constraint that the underlying space is compact.

Our rationale for using the term network to refer to the object described above arises from the finite case: a $n$-point network, for $n \in \mathbb{N}$, is simply an $n \times n$ matrix of real numbers, which can be viewed as the adjacency matrix of a directed, weighted graph with self-loops. Directed, weighted graphs are of central interest in the graph theory literature, and our treatment of $d_N$ should be viewed as a non-combinatorial approach towards producing a similarity measure on such objects.

Proceeding further with the connection to graph theory, we consider the connection between the standard notion of graph isomorphism, which we call strong isomorphism, and the notion of being at $d_N$-distance zero. Interestingly enough, for two networks $(X, \omega_X)$ and $(Y, \omega_Y)$, strong isomorphism implies $d_N(X, Y) = 0$, but the reverse implication is not necessarily true. This leads to the following question:

**Question 2.** What is the “correct” notion of network isomorphism, in relation to $d_N$?

A final question of practical importance is the following:

**Question 3.** How does one approximate $d_N$, given that the Gromov-Hausdorff distance is known [61] to be an NP-hard computation?

1.1. **Contributions and organization of the paper.** We begin in §2 with our model for networks: finite, compact, and general. We do not impose any condition on the edge weights involved, apart from requiring that they be real numbers. In particular, we do not assume symmetry or the triangle inequality. In this section, we introduce the notion of weak isomorphism as an answer to Question (2) posed above. We also provide a simple interpretation of weak isomorphism in the setting of finite networks, and an explanation for why this simple interpretation is highly non-trivial in the compact case.

In §2 we also define the network distance $d_N$, as well as a modified distance that we denote by $\tilde{d}_N$. We develop intuition for $d_N$ through numerous computations of $d_N$ for small networks. The details of these computations suggest that computing $d_N$ is, in general, a difficult problem. This leads to the discussion of network invariants in §4, which are demonstrated to provide lower bounds on the $d_N$-distance between two networks and thus constitute one part of our answer to Question (3). We complete our answer to this question in §5, where we show that in general, $d_N$ is NP-hard to compute, and so a better approach is to use the lower bounds as proxies for computing the actual network distance. Moreover, we provide algorithmic details about the computation of one of our strongest lower bounds and exemplify its use for classifying networks in a database.

In §3, we turn our attention to Question (1). We present compact networks as the continuous analogues of finite networks, obtained in the limit from a process of taking finer and finer samples of finite networks. We then give a precise characterization of weak isomorphism in the setting of compact networks.
After answering some of the foundational questions about \( d_N \) that we have raised above, we devote §6 to demonstrating some surprising connections between our notion of \( d_N \) and the notion of cut distance that is available in the graph theory literature [57]. Roughly speaking, the cut distance is an \( l^1 \) notion, whereas \( d_N \) is an \( \ell^\infty \) notion. We show that under the appropriate interpretation in the realm of compact metric spaces, these distances are equivalent.

We conclude in §7 with a discussion of the paper. Proofs not contained in the main text are relegated to §A.

To aid researchers who may be interested in using our methods, we have released a Matlab software package called PersNet to accompany this paper. This package may be downloaded from https://github.com/fmemoli/PersNet.

1.2. Related literature. Finding a suitable metric for network similarity is a central aim in network analysis. Classical approaches in this direction involve the edit distance and the maximum/minimum common sub/supergraph problem [14, 47, 39, 40]. Similarity measures on graphs with the same nodes have been studied in [53], and within the framework of shuffled graph classification in [96, 97]. Metrics generated by random walks and graph kernels are discussed in [52, 89, 95]. More recent approaches using graph edit distance are discussed in [36, 9, 30, 103, 58]. Spectral methods for graph matching are described in [45, 44]. A method using probability densities to approximate networks embedded in hyperbolic space is described in [1]. The cut metric has been used to study convergent sequences and limits of graphs by Lovász, Borgs, Chayes and collaborators [57, 4], with extensions developed by Diaconis and Janson [24]. In particular, the cut metric bears the most similarity to the network distance that we propose, although these notions of distance have independent roots in the mathematical literature. The main object of interest in the cut metric literature is a graphon, which is the limiting object of a convergent sequence of graphs. Graphons are useful in applications because they form a family of very general random graph models—see [29] for an application to hierarchical clustering.

Whereas the networks we consider are very general, many of the papers mentioned above make one or more of the simplifying assumptions that the networks involved have the same number of nodes, are undirected, or are unweighted. For example, in the case of undirected networks, a popular approach is to obtain eigenvectors and eigenvalues of the graph Laplacian via the spectral theorem [20]. However, because the spectral theorem does not apply for non-symmetric matrices, studying eigenvalues or eigenvectors may not be the best approach for directed networks. For applications, assuming that a network is undirected or unweighted results in a loss of structure when the original data set contains asymmetric relations that may be interpreted as directed edge weights. This is often the case when studying biological networks [26, 101, 79].

1.3. Notation and basic terminology. We will denote the cardinality of any set \( S \) by \( \text{card}(S) \). For any set \( S \) we denote by \( F(S) \) the collection of all finite subsets of \( S \). For a topological space \( X \), we write \( \mathcal{C}(X) \) to denote the closed subsets of \( X \). A recurring notion is that of the Hausdorff distance between two subsets of a metric space. For a given metric space \( (Z, d_Z) \), the Hausdorff distance between two nonempty subsets \( A, B \subseteq Z \) is given by:

\[
d_H^Z(A, B) = \max \left\{ \sup_{a \in A} \inf_{b \in B} d_Z(a, b), \sup_{b \in B} \inf_{a \in A} d_Z(a, b) \right\}.
\]

In particular, we have \( d_H^Z(A, B) = 0 \) if and only if \( \overline{A} = \overline{B} \) [7, Proposition 7.3.3]. We will denote the non-negative reals by \( \mathbb{R}_+ \). The all-ones matrix of size \( n \times n \) will be denoted \( \mathbb{1}_{n \times n} \). Given a function \( f : X \to Y \) between two sets \( X \) and \( Y \), the image of \( f \) will be denoted \( \text{im}(f) \) or \( f(X) \). We use
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square brackets to denote preimages, e.g. if $B \subseteq Y$, then $f^{-1}[B]$ denotes the preimage of $B$ under $f$. Given a topological space $X$ and a subset $A \subseteq X$, we will write $\overline{A}$ to denote the closure of $A$. The nonempty elements of the power set of a set $S$ will be denoted $\mathcal{P}(S)$.

We recall some basic definitions. Let $X$ be a topological space. Then $x \in X$ is a limit point of a sequence $(x_n)_{n \in \mathbb{N}} \subseteq X$ if each open set containing $x$ also contains all but finitely many terms of $(x_n)_{n \in \mathbb{N}}$. The sequence is then said to converge to $x$. A point $x \in X$ is a limit point of a set $A \subseteq X$ if every open set containing $x$ contains a point of $A$ distinct from $x$.

2. NETWORKS, ISOMORPHISM, AND NETWORK DISTANCES

For real-world applications, the object of interest is often the collection of all finite networks, which we denote by $\mathcal{FN}$. Formally, one writes:

$$\mathcal{FN} := \{(X, \omega_X) : X \text{ a finite set, } \omega_X : X \times X \to \mathbb{R} \text{ any map}\}.$$ 

However, in order to build a satisfactory theoretical foundation, one also needs to develop a formalism for infinite networks. Thus we proceed with the following definition.

**Definition 1** (Networks). Let $X$ be a first countable topological space, and let $\omega_X$ be a continuous function from $X$ (endowed with the product topology) to $\mathbb{R}$. By a network, we will mean a pair $(X, \omega_X)$. We will denote the collection of all networks by $\mathcal{N}$.

Notice in particular that $\mathcal{N}$ includes metric spaces (they are first countable, and the distance function is continuous) as well as spaces that are quasi-metric or directed (no symmetry), pseudometric (no nondegeneracy), semimetric (no triangle inequality), or all of the above. Recall that a space is first countable if each point in the space has a countable local basis (see [93, p. 7] for more details). First countability is a technical condition guaranteeing that when the underlying topological space of a network is compact, it is also sequentially compact.

Given a network $(X, \omega_X)$, we will refer to the points of $X$ as nodes and $\omega_X$ as the weight function of $X$. Pairs of nodes will be referred to as edges. Given a nonempty subset $A \subseteq X$, we will refer to $(A, \omega_X|_{A \times A})$ as the sub-network of $X$ induced by $A$. For notational convenience, we will often write $X \in \mathcal{N}$ to mean $(X, \omega_X) \in \mathcal{N}$.

Recall that any finite set $X$ can be equipped with the discrete topology, and any map $\omega_X : X \times X \to \mathbb{R}$ is continuous with respect to the discrete topology. Thus the elements of $\mathcal{FN}$ trivially fit into the framework of $\mathcal{N}$. Throughout the paper, we will always understand finite networks to be equipped with the discrete topology.

While we are interested in $\mathcal{FN}$ for practical applications, a key ingredient of our theoretical framework is the collection of compact networks. We define these to be the networks $(X, \omega_X)$ satisfying the additional constraint that $X$ is compact. The collection of compact networks is denoted $\mathcal{CN}$. Specifically, we write:

$$\mathcal{CN} := \{(X, \omega_X) : X \text{ compact, first countable topological space, } \omega_X : X \times X \to \mathbb{R} \text{ continuous}\}.$$ 

Compact networks are of special practical interest because they can be finitely approximated, in a manner that we will make precise in §3.1. Real world networks that are amenable to computational tasks are necessarily finite, so whenever possible, we will state our results for compact networks. Occasionally we will provide examples of noncompact networks to illustrate interesting theoretical points.

A natural question in understanding the structure of $\mathcal{N}$ would be: which elements of $\mathcal{N}$ are equivalent? A suitable answer to this question requires us to develop notions of isomorphism that
show various degrees of restrictiveness. These notions of isomorphism form a recurrent theme throughout this paper.

We first develop the notion of strong isomorphism of networks. The definition follows below.

**Definition 2 (Weight preserving maps).** Let $(X, \omega_X), (Y, \omega_Y) \in \mathcal{N}$. A map $\varphi : X \rightarrow Y$ is weight preserving if:
\[\omega_X(x, x') = \omega_Y(\varphi(x), \varphi(x')) \text{ for all } x, x' \in X.\]

**Definition 3 (Strong isomorphism).** Let $(X, \omega_X), (Y, \omega_Y) \in \mathcal{N}$. To say $(X, \omega_X)$ and $(Y, \omega_Y)$ are strongly isomorphic means that there exists a weight preserving bijection $\varphi : X \rightarrow Y$. We will denote a strong isomorphism between networks by $\cong_s$. Note that this notion is exactly the usual notion of isomorphism between weighted graphs.

Strongly isomorphic networks formalize the idea that the information contained in a network should be preserved when we relabel the nodes in a compatible way.

**Example 1.** Networks with one or two nodes will be very instructive in providing examples and counterexamples, so we introduce them now with some special terminology.

- A network with one node $p$ can be specified by $\alpha \in \mathbb{R}$, and we denote this by $N_1(\alpha)$. We have $N_1(\alpha) \cong_s N_1(\alpha')$ if and only if $\alpha = \alpha'$.
- A network with two nodes will be denoted by $N_2(\Omega)$, where $\Omega = (\begin{smallmatrix} \alpha & \delta \\ \gamma & \beta \end{smallmatrix}) \in \mathbb{R}^{2\times 2}$. Given $\Omega, \Omega' \in \mathbb{R}^{2\times 2}$, $N_2(\Omega) \cong_s N_2(\Omega')$ if and only if there exists a permutation matrix $P$ of size $2 \times 2$ such that $\Omega' = P \Omega P^T$.
- Any $k$-by-$k$ matrix $\Sigma \in \mathbb{R}^{k\times k}$ induces a network on $k$ nodes, which we refer to as $N_k(\Sigma)$. Notice that $N_k(\Sigma) \cong_s N_\ell(\Sigma')$ if and only if $k = \ell$ and there exists a permutation matrix $P$ of size $k$ such that $\Sigma' = P \Sigma P^T$.

Having defined a notion of isomorphism between networks, the next goal is to present the network distance $d_N$ that is the central focus of this paper, and verify that $d_N$ is compatible with strong isomorphism. We remind the reader that restricted formulations of this network distance have appeared in earlier applications of hierarchical clustering [12, 11] and persistent homology [16, 17, 19] methods to network data, and our overarching goal in this paper is to provide a theoretical foundation for this useful notion of network distance. In our presentation, we use a formulation of $d_N$ that is more general than any other version available in the existing literature. As such, we proceed pedagogically and motivate the definition of $d_N$ by tracing its roots in the metric space literature.

One strategy for defining a notion of distance between networks would be to take a well-understood notion of distance between metric spaces and extend it to all networks. The network distance $d_N$ arises by following this strategy and extending the well-known Gromov-Hausdorff distance $d_{GH}$ between compact metric spaces [41, 7, 74]. The definition of $d_{GH}$ is rooted in the Hausdorff distance $d_H$ between closed subsets of a metric space.
Definition 4. Given metric spaces $(X, d_X)$ and $(Y, d_Y)$, the Gromov-Hausdorff distance between them is defined as:

$$d_{\text{GH}}((X, d_X), (Y, d_Y)) := \inf \{ d^2_{\text{GH}}(\varphi(X), \psi(Y)) : Z \text{ a metric space}, \quad \varphi : X \to Z, \ \psi : Y \to Z \text{ isometric embeddings} \}.$$  

The Gromov-Hausdorff distance dates back to at least the early 1980s [41], and it satisfies numerous desirable properties. It is a valid metric on the collection of isometry classes of compact metric spaces, is complete, admits many precompact families, and has well-understood notions of convergence [7, Chapter 7]. Moreover, it has found real-world applications in the shape matching [62, 63] and persistent homology literature [15], and its computational aspects have been studied as well [61]. As such, it is a strong candidate for use in defining a network distance.

Unfortunately, the formulation of $d_{\text{GH}}$ above is heavily dependent on a metric space structure, and the notion of Hausdorff distance may not make sense in the setting of networks. So $d_{\text{GH}}$ as defined above cannot be directly extended to a network distance. However, it turns out that there is a reformulation of $d_{\text{GH}}$ that utilizes the language of correspondences [48, 7]. We present this construction next, and note that the resulting network distance $d_N$ will agree with $d_{\text{GH}}$ when restricted to metric spaces.

Definition 5 (Correspondence). Let $(X, \omega_X), (Y, \omega_Y) \in \mathcal{N}$. A correspondence between $X$ and $Y$ is a relation $R \subseteq X \times Y$ such that $\pi_X(R) = X$ and $\pi_Y(R) = Y$, where $\pi_X$ and $\pi_Y$ are the canonical projections of $X \times Y$ onto $X$ and $Y$, respectively. The collection of all correspondences between $X$ and $Y$ will be denoted $\mathcal{R}(X, Y)$, abbreviated to $\mathcal{R}$ when the context is clear.

Example 2 (1-point correspondence). Let $X$ be a set, and let $\{p\}$ be the set with one point. Then there is a unique correspondence $R = \{(x, p) : x \in X\}$ between $X$ and $\{p\}$.

Example 3 (Diagonal correspondence). Let $X = \{x_1, \ldots, x_n\}$ and $Y = \{y_1, \ldots, y_n\}$ be two enumerated sets with the same cardinality. A useful correspondence is the diagonal correspondence, defined as $\Delta := \{(x_i, y_i) : 1 \leq i \leq n\}$. When $X$ and $Y$ are infinite sets with the same cardinality, and $\varphi : X \to Y$ is a given bijection, then we write the diagonal correspondence as $\Delta := \{(x, \varphi(x)) : x \in X\}$.

Definition 6 (Distortion of a correspondence). Let $(X, \omega_X), (Y, \omega_Y) \in \mathcal{N}$ and let $R \in \mathcal{R}(X, Y)$. The distortion of $R$ is given by:

$$\text{dis}(R) := \sup_{(x, y), (x', y') \in R} |\omega_X(x, x') - \omega_Y(y, y')|.$$  

Remark 4 (Composition of correspondences). Let $(X, \omega_X), (Y, \omega_Y), (Z, \omega_Z) \in \mathcal{N}$, and let $R \in \mathcal{R}(X, Y), S \in \mathcal{R}(Y, Z)$. Then we define:

$$R \circ S := \{(x, z) \in X \times Z \mid \exists y, (x, y) \in R, (y, z) \in S\}.$$  

In the proof of Theorem 12, we verify that $R \circ S \in \mathcal{R}(X, Z)$, and that $\text{dis}(R \circ S) \leq \text{dis}(R) + \text{dis}(S)$.

Definition 7 (The first network distance). Let $(X, \omega_X), (Y, \omega_Y) \in \mathcal{N}$. We define the network distance between $X$ and $Y$ as follows:

$$d_N((X, \omega_X), (Y, \omega_Y)) := \frac{1}{2} \inf_{R \in \mathcal{R}^{\text{opt}}} \text{dis}(R).$$  

When the context is clear, we will often write $d_N(X, Y)$ to denote $d_N((X, \omega_X), (Y, \omega_Y))$. We define the collection of optimal correspondences $\mathcal{R}^{\text{opt}}$ between $X$ and $Y$ to be the collection
\{ R \in \mathcal{R}(X,Y) : \text{dis}(R) = 2d_N(X,Y) \}. This set is always nonempty when \( X, Y \in \mathcal{F}N \), but may be empty in general (see Example 9).

**Remark 5.** The intuition behind the preceding definition of network distance may be better understood by examining the case of a finite network. Given a finite set \( X \) and two edge weight functions \( \omega_X, \omega'_X \) defined on it, we can use the \( \ell^\infty \) distance as a measure of network similarity between \((X, \omega_X)\) and \((X, \omega'_X)\):

\[
\| \omega_X - \omega'_X \|_{\ell^\infty(X \times X)} := \max_{x,x' \in X} |\omega_X(x, x') - \omega'_X(x, x')|.
\]

A generalization of the \( \ell^\infty \) distance is required when dealing with networks having different sizes: Given two sets \( X \) and \( Y \), we need to decide how to match up points of \( X \) with points of \( Y \). Any such matching will yield a subset \( R \subseteq X \times Y \) such that \( \pi_X(R) = X \) and \( \pi_Y(R) = Y \), where \( \pi_X \) and \( \pi_Y \) are the projection maps from \( X \times Y \) to \( X \) and \( Y \), respectively. This is precisely a correspondence, as defined above. A valid notion of network similarity may then be obtained as the distortion incurred by choosing an optimal correspondence—this is precisely the idea behind the definition of the network distance above.

**Remark 6.** Some simple but important remarks are the following:

1. When restricted to metric spaces, \( d_N \) agrees with \( d_{GH} \). This can be seen from the reformulation of \( d_{GH} \) in terms of correspondences [7, Theorem 7.3.25], [48]. Whereas \( d_{GH} \) vanishes only on pairs of isometric compact metric spaces (which are Type I weakly isomorphic as networks), \( d_N \) vanishes on pairs of Type II weakly isomorphic networks. This comment will be elucidated in the proof of Theorem 12.

2. Given \( X, Y \in \mathcal{F}N \), the network distance reduces to the following:

\[
d_N(X,Y) = \frac{1}{2} \min_{R \in \mathcal{R}} \max_{(x,y),(x',y') \in R} |\omega_X(x, x') - \omega_Y(y, y')|.
\]

Moreover, there is always at least one optimal correspondence \( R^{opt} \) for which \( d_N(X,Y) \) is achieved; this is a consequence of considering finite networks.

3. For any \( X, Y \in \mathcal{C}N \), we have \( \mathcal{R}(X,Y) \neq \emptyset \), and \( d_N(X,Y) \) is always bounded. Indeed, \( X \times Y \) is always a valid correspondence between \( X \) and \( Y \). So we have:

\[
d_N(X,Y) \leq \frac{1}{2} \text{dis}(X \times Y) \leq \frac{1}{2} \left( \sup_{x,x'} |\omega_X(x, x')| + \sup_{y,y'} |\omega_Y(y, y')| \right) < \infty.
\]

**Example 7.** Now we give some examples to illustrate the preceding definitions.

- For \( \alpha, \alpha' \in \mathbb{R} \) consider two networks with one node each: \( N_1(\alpha) = \{(p), \alpha \} \) and \( N_1(\alpha') = \{(p'), \alpha' \} \). By Example 2 there is a unique correspondence \( R = \{(p, p')\} \) between these two networks, so that \( \text{dis}(R) = |\alpha - \alpha'| \) and as a result \( d_N(N_1(\alpha), N_1(\alpha')) = \frac{1}{2}|\alpha - \alpha'| \).

- Let \((X, \omega_X) \in \mathcal{F}N\) be any network and for \( \alpha \in \mathbb{R} \) let \( N_1(\alpha) = \{(p), \alpha \} \). Then \( R = \{(x,p), x \in X\} \) is the unique correspondence between \( X \) and \( \{p\} \), so that

\[
d_N(X,N_1(\alpha)) = \frac{1}{2} \max_{x,x' \in X} |\omega_X(x, x') - \alpha|.
\]

We are now ready to make our first attempt at answering Question (2): we test whether \( d_N \) is compatible with strong isomorphism. Given two strongly isomorphic networks, i.e. networks \((X, \omega_X), (Y, \omega_Y)\) and a weight preserving bijection \( \varphi : X \rightarrow Y \), it is easy to use the diagonal correspondence (Example 3) to verify that \( d_N(X,Y) = 0 \). However, it is easy to see that the reverse implication is not true in general. Using the one-point correspondence (Example 2), one can see
Strong isomorphism: 
\( \phi_X, \phi_Y \) injective and surjective

\[
\begin{array}{ccc}
X & \xrightarrow{\phi_X} & Z \\
Y & \xleftarrow{\phi_Y} & Z
\end{array}
\]

Type I weak isomorphism: \( \phi_X, \phi_Y \) only surjective

\[
\begin{array}{ccc}
X & \xrightarrow{w} & Y \\
X & \xrightarrow{w} & Y
\end{array}
\]

\[\text{Definition 7:}\]

\( d_N(\text{Nil}(1), \text{Nil}(2)) = 0 \). Here \( \text{Nil}(n) \) denotes the all-ones matrix of size \( n \times n \) for any \( n \in \mathbb{N} \). However, these two networks are not strongly isomorphic, because they do not even have the same cardinality. Thus to answer Question (2), we need to search for a different, perhaps weaker notion of isomorphism.

To proceed in this direction, first notice that a strong isomorphism between two networks \((X, \omega_X)\) and \((Y, \omega_Y)\), given by a bijection \( f: X \to Y \), is equivalent to the following condition: there exists a set \( Z \) and bijective maps \( \phi_X : Z \to X, \phi_Y : Z \to Y \) such that \( \omega_X(\phi_X(z), \phi_Y(z')) = \omega_Y(\phi_Y(z), \phi_Y(z')) \) for each \( z, z' \in Z \). To see this, simply let \( Z \) be the range of \( f \).

\[\text{Remark 8:}\]

The converse implication, i.e. that Type I weak isomorphism implies the existence of a surjective map as above, is not true: an example is shown in Figure 3.

\[\text{Example 9 (Infinite networks without optimal correspondences).}\]

The following example illustrates the reason we had to develop multiple notions of weak isomorphism. The key idea is that the infimum in Definition 7 is not necessarily obtained when \( X \) and \( Y \) are infinite networks. To see this,
let \((X, \omega_X)\) denote \([0, 1]\) equipped with the Euclidean distance, and let \((Y, \omega_Y)\) denote \(\mathbb{Q} \cap [0, 1]\) with the restriction of the Euclidean distance. Since the closure of \(Y\) in \([0, 1]\) is just \(X\), the Hausdorff distance between \(X\) and \(Y\) is zero (recall that given \(A, B \subseteq \mathbb{R}\), we have \(d_{\text{H}}(A, B) = 0\) if and only if \(\overline{A} = \overline{B}\) [7, Proposition 7.3.3]). It follows from the definition of \(d_{\text{GH}}\) (Definition 4) and the equivalence of \(d_N\) and \(d_{\text{GH}}\) on metric spaces (Remark 6) that \(d_N(X, Y) = 0\).

However, one cannot define an optimal correspondence between \(X\) and \(Y\). To see this, assume towards a contradiction that \(R^\text{opt}\) is such an optimal correspondence, i.e. \(\text{dis}(R^\text{opt}) = 0\). For each \(x \in X\), there exists \(y_x \in Y\) such that \((x, y_x) \in R^\text{opt}\). By making a choice of \(y_x \in Y\) for each \(x \in X\), define a map \(f : X \to Y\) given by \(x \mapsto y_x\). Then \(d_X(x, x') = d_Y(f(x), f(x'))\) for each \(x, x' \in X\).

Thus \(f\) is an isometric embedding from \(X\) into itself (note that \(Y \subseteq X\)). But \(X = [0, 1]\) is compact, and an isometric embedding from a compact metric space into itself must be surjective [7, Theorem 1.6.14]. This is a contradiction, because \(f(X) \subseteq Y \neq X\).

We observe that \(d_N(X, Y) = 0\) and so \(X\) and \(Y\) are weakly isomorphic of Type II, but not of Type I. To see this, assume towards a contradiction that \(X\) and \(Y\) are Type I weakly isomorphic. Let \(Z\) be a set with surjective maps \(\varphi_X : Z \to X\) and \(\varphi_Y : Z \to Y\) satisfying \(\omega_X \circ (\varphi_X, \varphi_X) = \omega_Y \circ (\varphi_Y, \varphi_Y)\). Then \(\{(\varphi_X(z), \varphi_Y(z)) : z \in Z\}\) is an optimal correspondence. This is a contradiction by the previous reasoning.

Recall that our motivation for introducing notions of isomorphism on \(N\) was to determine which networks deserve to be considered equivalent. It is easy to see that strong isomorphism induces an equivalence class on \(N\). The same is true for both types of weak isomorphism, and we record this result in the following proposition.

**Proposition 10.** Weak isomorphism of Types I and II both induce equivalence relations on \(N\).

In the setting of \(\mathcal{FN}\), it is not difficult to show that the two types of weak isomorphism coincide. This is the content of the next proposition. By virtue of this result, there is no ambiguity in dropping the “Type I/II” modifier when saying that two finite networks are weakly isomorphic.

**Proposition 11.** Let \(X, Y \in \mathcal{FN}\) be finite networks. Then \(X\) and \(Y\) are Type I weakly isomorphic if and only if they are Type II weakly isomorphic.

Type I weak isomorphisms will play a vital role in the content of this paper, but for now, we focus on Type II weak isomorphism. The next theorem justifies calling \(d_N\) a network distance, and shows that \(d_N\) is compatible with Type II weak isomorphism.

**Theorem 12.** \(d_N\) is a metric on \(N\) modulo Type II weak isomorphism.

Let \(A, B, C\) be finite networks as illustrated in Figure 3.

**Figure 3.** Note that Remark 8 does not fully characterize weak isomorphism, even for finite networks: All three networks above, with the given weight matrices, are Type I weakly isomorphic since \(C\) maps surjectively onto \(A\) and \(B\). But there are no surjective, weight preserving maps \(A \to B\) or \(B \to A\).
The proof is in Appendix A. For finite networks, we immediately obtain:

The restriction of $d_N$ to $\mathcal{FN}$ yields a metric modulo Type I weak isomorphism.

The proof of Proposition 11 will follow from the proof of Theorem 12. In fact, an even stronger result is true: weak isomorphism of Types I and II coincide for compact networks as well. We present the statement below, and dedicate Section 3.2 to its proof.

**Theorem 13** (Weak isomorphism in $CN$). Let $X, Y \in CN$. Then $X$ and $Y$ are Type II weakly isomorphic if and only if $X$ and $Y$ are Type I weakly isomorphic, i.e. there exists a set $V$ and surjections $\varphi_X : V \to X$, $\varphi_Y : V \to Y$ such that:

$$\omega_X(\varphi_X(v), \varphi_X(v')) = \omega_Y(\varphi_Y(v), \varphi_Y(v')) \quad \text{for all } v, v' \in V.$$

We end the current subsection with the following definition, which will be used heavily in §3.

**Definition 10** ($\varepsilon$-approximations). Let $\varepsilon > 0$. A network $(X, \omega_X) \in N$ is said to be $\varepsilon$-approximable by $(Y, \omega_Y) \in N$ if $d_N(X, Y) < \varepsilon$. In this case, $Y$ is said to be an $\varepsilon$-approximation of $X$. Typically, we will be interested in the case where $X$ is infinite and $Y$ is finite, i.e. in $\varepsilon$-approximating infinite networks by finite networks.

2.1. The second network distance. Even though the definition of $d_N$ is very general, in some restricted settings it may be convenient to consider a network distance that is easier to formulate. For example, in computational purposes it suffices to assume that we are computing distances between finite networks. Also, a reduction in computational cost is obtained if we restrict ourselves to computing distortions of bijections instead of general correspondences. The next definition arises from such considerations.

**Definition 11** (The second network distance). Let $(X, \omega_X), (Y, \omega_Y) \in \mathcal{FN}$ be such that $\text{card}(X) = \text{card}(Y)$. Then define:

$$\tilde{d}_N(X, Y) := \frac{1}{2} \inf_{\varphi} \sup_{x, x' \in X} |\omega_X(x, x') - \omega_Y(\varphi(x), \varphi(x'))|,$$

where $\varphi : X \to Y$ ranges over all bijections from $X$ to $Y$.

Notice that $\tilde{d}_N(X, Y) = 0$ if and only if $X \cong^s Y$. Also, $\tilde{d}_N$ satisfies symmetry and triangle inequality. It turns out via Example 14 that $d_N$ and $\tilde{d}_N$ agree on networks over two nodes. However, the two notions do not agree in general. In particular, a minimal example where $d_N \neq \tilde{d}_N$ occurs for three node networks, as we show in Remark 15.

**Example 14** (Networks with two nodes). Let $(X, \omega_X), (Y, \omega_Y) \in \mathcal{FN}$ where $X = \{x_1, x_2\}$ and $Y = \{y_1, y_2\}$. Then we claim $d_N(X, Y) = \tilde{d}_N(X, Y)$. Furthermore, if $X = N_2\left((\alpha \beta \gamma)^2\right)$ and $Y = N_2\left((\alpha' \beta' \gamma')^2\right)$, then we have the explicit formula:

$$d_N(X, Y) = \frac{1}{2} \min(\Gamma_1, \Gamma_2), \text{ where}$$

$$\Gamma_1 = \max(|\alpha - \alpha'|, |\beta - \beta'|, |\delta - \delta'|, |\gamma - \gamma'|),$$

$$\Gamma_2 = \max(|\alpha - \gamma'|, |\gamma - \alpha'|, |\delta - \beta'|, |\beta - \delta'|).$$

Details for this calculation are in §A.
Remark 15 (A three-node example where $d_N \neq \widehat{d}_N$). Assume $(X, \omega_X)$ and $(Y, \omega_Y)$ are two networks with the same cardinality. Then

$$d_N(X, Y) \leq \widehat{d}_N(X, Y).$$

The inequality holds because each bijection induces a correspondence, and we are minimizing over all correspondences to obtain $d_N$. However, the inequality may be strict, as demonstrated by the following example. Let $X = \{x_1, \ldots, x_3\}$ and let $Y = \{y_1, \ldots, y_3\}$. Define $\omega_X(x_1, x_1) = \omega_X(x_2, x_2) = \omega_X(x_3, x_3) = 1$, $\omega_X(x_1, x_3) = \omega_X(x_2, x_3) = 0$ elsewhere, and define $\omega_Y(y_1, y_1) = \omega_Y(y_2, y_2) = \omega_Y(y_3, y_3) = 1$, $\omega_Y(y_1, y_3) = \omega_Y(y_2, y_3) = 0$ elsewhere.

In terms of matrices, $X = N_3(\Sigma_X)$ and $Y = N_3(\Sigma_Y)$, where

$$\Sigma_X = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \quad \text{and} \quad \Sigma_Y = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}.$$

Define $\Gamma(x, x', y, y') = |\omega_X(x, x') - \omega_Y(y, y')|$ for $x, x' \in X$, $y, y' \in Y$. Let $\varphi$ be any bijection. Then we have:

$$\max_{x, x' \in X} \Gamma(x, x', \varphi(x), \varphi(x')) = \max \{ \Gamma(x_1, x_3, \varphi(x_1), \varphi(x_3)), \Gamma(x_1, x_1, \varphi(x_1), \varphi(x_1)),$$

$$\Gamma(x_3, x_3, \varphi(x_3), \varphi(x_3)), \Gamma(\varphi^{-1}(y_3), \varphi^{-1}(y_3), y_3, y_3) \}$$

$$= 1.$$

So $\widehat{d}_N(X, Y) = \frac{1}{2}$. On the other hand, consider the correspondence

$$R = \{(x_1, y_3), (x_2, y_2), (x_3, y_3), (x_2, y_1)\}.$$

Then $\max_{(x, y), (x', y') \in R} |\omega_X(x, x') - \omega_Y(y, y')| = 0$. Thus $d_N(X, Y) = 0 < \widehat{d}_N(X, Y)$.

Example 16 (Networks with three nodes). Let $(X, \omega_X), (Y, \omega_Y) \in \mathcal{FN}$, where we write $X = \{x_1, x_2, x_3\}$ and $Y = \{y_1, y_2, y_3\}$. Because we do not necessarily have $d_N = \widehat{d}_N$ on three node networks by Remark 15, the computation of $d_N$ becomes more difficult than in the two node case presented in Example 14. A certain reduction is still possible, which we present next. Consider the following list $\mathcal{L}$ of matrices representing correspondences, where a 1 in position $(i, j)$ means that $(x_i, y_j)$ belongs to the correspondence.

$$\begin{pmatrix} 1 & 1 \\ 1 & 1 \\ 1 & 1 \end{pmatrix}, \begin{pmatrix} 1 & 1 \\ 1 & 1 \\ 1 & 1 \end{pmatrix}, \begin{pmatrix} 1 & 1 \\ 1 & 1 \\ 1 & 1 \end{pmatrix}, \begin{pmatrix} 1 & 1 \\ 1 & 1 \\ 1 & 1 \end{pmatrix}.$$

Now let $R \in \mathcal{R}(X, Y)$ be any correspondence. Then $R$ contains a correspondence $S \in \mathcal{R}(X, Y)$ such that the matrix form of $S$ is listed in $\mathcal{L}$. Thus $\text{dis}(R) \geq \text{dis}(S)$, since we are maximizing over a larger set. It follows that $d_N(X, Y)$ is obtained by taking $\arg \min \frac{1}{2} \text{dis}(S)$ over all correspondences $S \in \mathcal{R}(X, Y)$ with matrix forms listed in $\mathcal{L}$.

For an example of this calculation, let $S$ denote the correspondence $\{(x_1, y_1), (x_2, y_2), (x_3, y_3)\}$ represented by the matrix $\begin{pmatrix} 1 & 1 \\ 1 & 1 \\ 1 & 1 \end{pmatrix}$. Then $\text{dis}(S)$ is the maximum among the following:

$$|\omega_X(x_1, x_1) - \omega_Y(y_1, y_1)|, |\omega_X(x_1, x_2) - \omega_Y(y_1, y_2)|, |\omega_X(x_1, x_3) - \omega_Y(y_1, y_3)|,$$

$$|\omega_X(x_2, x_1) - \omega_Y(y_2, y_1)|, |\omega_X(x_2, x_2) - \omega_Y(y_2, y_2)|, |\omega_X(x_2, x_3) - \omega_Y(y_2, y_3)|,$$

$$|\omega_X(x_3, x_1) - \omega_Y(y_3, y_1)|, |\omega_X(x_3, x_2) - \omega_Y(y_3, y_2)|, |\omega_X(x_3, x_3) - \omega_Y(y_3, y_3)|.$$
The following proposition provides an explicit connection between \( d_N \) and \( \hat{d}_N \). An illustration is also provided in Figure 4.

**Proposition 17.** Let \((X, \omega_X), (Y, \omega_Y) \in \mathcal{FN}\). Then,

\[
d_N(X, Y) = \inf \left\{ \hat{d}_N(X', Y') : X', Y' \in \mathcal{FN}, X' \cong^w_i X, Y' \cong^w_i Y, \text{ and } \text{card}(X') = \text{card}(Y') \right\}.
\]

**Remark 18** (Computational aspects of \( d_N \) and \( \hat{d}_N \)). Even though \( \hat{d}_N \) has a simpler formulation than \( d_N \), computing \( \hat{d}_N \) still turns out to be an NP-hard problem, as we discuss in §5. Moreover, we show in Theorem 47 that computing \( d_N \) is at least as hard as computing \( \hat{d}_N \).

Instead of trying to compute \( d_N \), we will focus on finding network invariants that can be computed easily. This is the content of §4. For each of these invariants, we will prove a stability result to demonstrate its validity as a proxy for \( d_N \).

### 2.2. Special families: dissimilarity networks and directed metric spaces.

The second network distance \( \hat{d}_N \) that we introduced in the previous section turned out to be compatible with strong isomorphism. Interestingly, by narrowing down the domain of \( d_N \) to the setting of compact dissimilarity networks, we obtain a subfamily of \( \mathcal{N} \) where \( d_N \) is compatible with strong isomorphism. A **dissimilarity network** is a network \((X, A_X)\) where \( A_X \) is a map from \( X \times X \) to \( \mathbb{R}_+ \), and \( A_X(x, x') = 0 \) if and only if \( x = x' \). Neither symmetry nor triangle inequality is assumed. We denote the collection of all such networks as \( \mathcal{FN}^{\text{dis}}, \mathcal{CN}^{\text{dis}}, \) and \( \mathcal{N}^{\text{dis}} \) for the finite, compact, and general settings, respectively.

**Theorem 19** ([11]). The restriction of \( d_N \) to \( \mathcal{FN}^{\text{dis}} \) is a metric modulo strong isomorphism.

The expression for \( d_N \) was used in the context of \( \mathcal{FN}^{\text{dis}} \) in [11, 12] to study the stability properties of hierarchical clustering methods on metric spaces and directed dissimilarity networks. That setting is considerably simpler than the situation in this paper, because in general we allow \( d_N(X, Y) = 0 \) for \( X, Y \in \mathcal{N} \) even when \( X \) and \( Y \) are not strongly isomorphic. In Theorem 23 below, we provide an extension of Theorem 19 to a class of compact dissimilarity networks that contains all finite dissimilarity networks.

![Figure 4](image-url)

**Figure 4.** The two networks on the left have different cardinalities, but computing correspondences shows that \( d_N(X, Y) = 1 \). Similarly one computes \( d_N(X, Z) = 0 \), and thus \( d_N(Y, Z) = 0 \) by triangle inequality. On the other hand, the bijection given by the red arrows shows \( \hat{d}_N(Y, Z) = 1 \). Applying Proposition 17 then recovers \( d_N(X, Y) = 1 \).
Example 20. Finite metric spaces and finite ultrametric spaces constitute obvious examples of dissimilarity networks. Recall that, in an ultrametric space \((X, d_X)\), we have the strong triangle inequality \(d_X(x, x') \leq \max \{d_X(x, x''), d_X(x'', x')\}\) for all \(x, x', x'' \in X\). More interesting classes of dissimilarity networks arise by relaxing the symmetry and triangle inequality conditions of metric spaces.

Definition 12 (Finite reversibility and \(\Psi\)-controllability). The reversibility \(\rho_X\) of a dissimilarity network \((X, A_X)\) is defined to be the following quantity:

\[
\rho_X := \sup_{x \neq x' \in X} A_X(x, x').
\]

\((X, A_X)\) is said to have finite reversibility if \(\rho_X < \infty\). Notice that \(\rho_X \geq 1\), with equality if and only if \(A_X\) is symmetric.

Next let \(\Psi : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+\) be a continuous function such that \(\Psi(0, 0) = 0\). A dissimilarity network \((X, A_X)\) is said to be \(\Psi\)-controlled if we have

\[
A_X(x, x') \leq \Psi(A_X(x, x''), A_X(x', x'')) \text{ for all } x, x', x'' \in X.
\]

This condition automatically encodes a notion of reversibility:

\[
A_X(x, x') \leq \Psi(A_X(x, x), A_X(x', x)) = \Psi(0, A_X(x', x)),
\]

\[
A_X(x', x) \leq \Psi(A_X(x', x'), A_X(x, x')) = \Psi(0, A_X(x, x')).
\]

In the sequel, whenever we write “\((X, A_X) \in \Lambda^{\text{dis}}\) is \(\Psi\)-controlled” without explicit reference to a map \(\Psi\), we mean that there exists a function \(\Psi : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+\) satisfying the conditions above.

Remark 21. Any finite dissimilarity network is finitely reversible and \(\Psi\)-controllable. For example, \(\Psi\) can be taken to be a bump function that vanishes outside \(\mathbb{R}_+^2 \setminus U\) — where \(U\) is some open set containing \(\text{im}(A_X)\) and excluding \((0, 0)\) — and constant at \(\max_{x, x' \in X} A_X(x, x')\) on \(U\).

Dissimilarity networks satisfying the symmetry condition, but not the triangle inequality, have a long history dating back to Fréchet’s thesis [33] and continuing with work by Pitcher and Chittenden [78], Niemytzki [67], Galvin and Shore [34, 35], and many others, as summarized in [43]. One of the interesting directions in this line of work was the development of a “local triangle inequality” and related metrization theorems [67], which has been continued more recently in [99].

Dissimilarity networks satisfying the triangle inequality, but not symmetry, include the special class of objects called directed metric spaces, which we define below.

Definition 13. Let \((X, A_X)\) be a dissimilarity network. Given any \(x \in X\) and \(r \in \mathbb{R}_+\), the forward-open ball of radius \(r\) centered at \(x\) is

\[
B^+(x, r) := \{x' \in X : A_X(x, x') < r\}.
\]

The forward-open topology induced by \(A_X\) is the topology on \(X\) generated by the collection \(\{B^+(x, r) : x \in X, r > 0\}\). The idea of forward open balls is prevalent in the study of Finsler geometry; see [2, p. 149] for details.

Definition 14 (Directed metric spaces). A directed metric space or quasi-metric space is a dissimilarity network \((X, \nu_X)\) such that \(X\) is equipped with the forward-open topology induced by \(\nu_X\) and \(\nu_X : X \times X \to \mathbb{R}_+\) satisfies:

\[
\nu_X(x, x'') \leq \nu_X(x, x') + \nu_X(x', x'') \text{ for all } x, x', x'' \in X.
\]
The function $\nu_X$ is called a directed metric or quasi-metric on $X$. Notice that compact directed metric spaces constitute a subfamily of $CN_{\text{dis}}$.

Directed metric spaces with finite reversibility were studied in [84], and constitute important examples of networks that are strictly non-metric. More specifically, the authors of [84] extended notions of Hausdorff distance and Gromov-Hausdorff distance to the setting of directed metric spaces with finite reversibility, and our network distance $d_N$ subsumes this theory while extending it to even more general settings.

**Remark 22 (Finsler metrics).** An interesting class of directed metric spaces arises from studying Finsler manifolds. A *Finsler manifold* $(M, F)$ is a smooth, connected manifold $M$ equipped with an asymmetric norm $F$ (called a *Finsler function*) defined on each tangent space of $M$ [2]. A Finsler function induces a directed metric $d_F : M \times M \to \mathbb{R}_+$ as follows: for each $x, x' \in M$,

$$d_F(x, x') := \inf \left\{ \int_a^b F(\gamma(t), \dot{\gamma}(t)) \, dt : \gamma : [a, b] \to M \text{ a smooth curve joining } x \text{ and } x' \right\}.$$  

Finsler metric spaces have received interest in the applied literature. In [81], the authors prove that Finsler metric spaces with *reversible geodesics* (i.e. the reverse curve $\gamma'(t) := \gamma(1 - t)$ of any geodesic $\gamma : [0, 1] \to M$ is also a geodesic) is a *weighted quasi-metric* [81, p. 2]. Such objects have been shown to be essential in biological sequence comparison [94].

We end this section with a strengthening of Theorem 19 to the setting of compact networks. Recall that the interesting part of Theorem 19 was to show that $d_N(X, Y) = 0 \implies X \cong^s Y$; we generalize this result to a certain class of *compact* dissimilarity networks.

**Theorem 23.** Let $(X, A_X), (Y, A_Y) \in CN_{\text{dis}}$ be equipped with the forward-open topologies induced by $A_X$ and $A_Y$, respectively. Suppose also that at least one of the two networks is $\Psi$-controlled. Then $d_N(X, Y) = 0 \implies X \cong^s Y$.

**Remark 24 (Generalizations of Theorem 19).** For any finite dissimilarity network $(X, A_X)$, the discrete topology is precisely the topology induced by $A_X$. We have already stated before that finite dissimilarity networks trivially satisfy finite reversibility and triangulability. It folows that Theorem 23 is a bona fide generalization of Theorem 19.

We will present a further generalization in the setting of compact dissimilarity networks—where the restrictions on topology and weights are further relaxed—in a forthcoming publication.

### 2.3. Two families of examples: the directed circles.

In this section, we explicitly construct an infinite network in $\mathcal{N}_{\text{dis}}$, and a family of infinite networks in $CN_{\text{dis}}$.

#### 2.3.1. The general directed circle.

First we construct an asymmetric network in $\mathcal{N}_{\text{dis}}$. To motivate this construction, recall from the classification of topological 1-manifolds that any connected, closed topological 1-manifold is homeomorphic to the circle $\mathbb{S}^1$. So as a first construction of a quasi-metric space, it is reasonable to adopt $\mathbb{S}^1$ as our model and endow it with a quasi-metric weight function.

First define the set $\mathbb{S}^1 := \{e^{i\theta} \in \mathbb{C} : \theta \in [0, 2\pi]\}$. For any $\alpha, \beta \in [0, 2\pi)$, define $\tilde{d}(\alpha, \beta) := \beta - \alpha \mod 2\pi$, with the convention $\tilde{d}(\alpha, \beta) \in [0, 2\pi)$. Then $\tilde{d}(\alpha, \beta)$ is the counterclockwise geodesic distance along the unit circle from $e^{i\alpha}$ to $e^{i\beta}$. As such, it satisfies the triangle inequality and vanishes on a pair $(e^{i\theta_1}, e^{i\theta_2})$ if and only if $\theta_1 = \theta_2$. Next for each $e^{i\theta_1}, e^{i\theta_2} \in \mathbb{S}^1$, define

$$\omega_{\mathbb{S}^1}(e^{i\theta_1}, e^{i\theta_2}) := \tilde{d}(\theta_1, \theta_2).$$
To finish the construction, we specify $\tilde{S}^1$ to have the discrete topology. Clearly this is first countable and makes $\omega_{\tilde{S}^1}$ continuous, but the resulting network will not be compact. Hence it is natural to ask if there exists a coarser topology that we can place on $\tilde{S}^1$.

We claim that a coarser topology does not work to make $(\tilde{S}^1, \omega_{\tilde{S}^1})$ fit the framework of $\mathcal{N}$. To see why, let $\alpha \in [0, 2\pi)$. Suppose $\omega_{\tilde{S}^1}$ is continuous with respect to some topology on $\tilde{S}^1$, to be determined. Fix $0 < \varepsilon \ll 2\pi$, and define $V := \omega_{\tilde{S}^1}^1((-\varepsilon, \varepsilon])$. Then $V$ is open in the product topology, and in particular contains $(e^{i\alpha}, e^{i\alpha})$. Since $V$ is a union of open rectangles, there exists an open set $U \subseteq \tilde{S}^1$ such that $(e^{i\alpha}, e^{i\alpha}) \in U \times U \subseteq V$. Suppose towards a contradiction that $U \neq \{e^{i\alpha}\}$. Then there exists $e^{i\beta} \in U$, for some $\beta \neq \alpha$. Then $\omega_{\tilde{S}^1}(e^{i\alpha}, e^{i\beta}) \in (0, \varepsilon)$. But by the definition of $\omega_{\tilde{S}^1}$, we must have $\omega_{\tilde{S}^1}(e^{i\beta}, e^{i\alpha}) \in [2\pi - \varepsilon, 2\pi)$, which is a contradiction to having $\omega_{\tilde{S}^1}(U, U) \subseteq (-\varepsilon, \varepsilon)$.

**Definition 15.** We define the directed unit circle to be $(\tilde{S}^1, \omega_{\tilde{S}^1})$ with the discrete topology.

This asymmetric network provides us with concrete examples of $\varepsilon$-approximations (Definition 10), for any $\varepsilon > 0$. To see this, fix any $n \in \mathbb{N}$, and consider the directed circle network on $n$ nodes $(\tilde{S}^1_n, \omega_{\tilde{S}^1_n})$ obtained by writing

$$\tilde{S}^1_n := \left\{ e^{\frac{2\pi ik}{n}} \in \mathbb{C} : k \in \{0, 1, \ldots, n-1\} \right\},$$

and defining $\omega_{\tilde{S}^1_n}$ to be the restriction of $\omega_{\tilde{S}^1}$ on this set. An illustration of $\tilde{S}^1$ and $\tilde{S}^1_n$ for $n = 6$ is provided in Figure 5.

**Theorem 25.** As $n \to \infty$, the sequence of finite dissimilarity networks $\tilde{S}^1_n$ limits to the dissimilarity network $\tilde{S}^1$ in the sense of $d_N$.

**Proof of Theorem 25.** Let $\varepsilon > 0$, and let $n \in \mathbb{N}$ be such that $2\pi/n < \varepsilon$. It suffices to show that $d_N(\tilde{S}^1, \tilde{S}^1_n) < \varepsilon$. Define a correspondence between $\tilde{S}^1$ and $\tilde{S}^1_n$ as follows:

$$R := \left\{ (e^{i\theta}, e^{\frac{2\pi ik}{n}}) : \theta \in \left(\frac{2\pi(i(k-1)}{n}, \frac{2\pi ik}{n}\right], k \in \{0, 1, 2, \ldots, n-1\} \right\}.$$

Here each point of $\tilde{S}^1$ is placed in correspondence with the closest point on $\tilde{S}^1_n$ obtained by traveling counterclockwise on $\tilde{S}^1$. Next let $0 \leq \theta_1 \leq \theta_2 < 2\pi$, and let $j, k \in \{0, 1, \ldots, n-1\}$ be such that $\theta_1 \in \left(\frac{2\pi(i(j-1)}{n}, \frac{2\pi i j}{n}\right]$ and $\theta_2 \in \left(\frac{2\pi(i(k-1)}{n}, \frac{2\pi ik}{n}\right]$. Then we have:

$$|\omega_{\tilde{S}^1_n}(e^{i\theta_1}, e^{i\theta_2}) - \omega_{\tilde{S}^1_n}(e^{\frac{2\pi ik}{n}}, e^{\frac{2\pi ij}{n}})| = |\theta_2 - \theta_1 - \frac{2\pi ik}{n} + \frac{2\pi ij}{n}|$$

$$\leq \left| \frac{2\pi ik}{n} - \theta_2 \right| + \left| \frac{2\pi ij}{n} - \theta_1 \right| < 4\pi/n < 2\varepsilon.$$

Similarly we have:

$$|\omega_{\tilde{S}^1_n}(e^{i\theta_2}, e^{i\theta_1}) - \omega_{\tilde{S}^1_n}(e^{\frac{2\pi ij}{n}}, e^{\frac{2\pi ik}{n}})| = |2\pi - \theta_2 + \theta_1 - 2\pi + \frac{2\pi ik}{n} - \frac{2\pi ij}{n}| < 2\varepsilon.$$

It follows that $\text{dis}(R) < 2\varepsilon$. Thus $d_N(\tilde{S}^1, \tilde{S}^1_n) < \varepsilon$. The theorem follows. \qed

### 2.3.2. The directed circles with finite reversibility.

Now we define a family of directed circles parametrized by reversibility. Unlike the construction in §2.3.1, these directed networks belong to the family $\mathcal{C}_N^{\text{dis}}$. An illustration is provided in Figure 5.

Recall from §2.3.1 that for $\alpha, \beta \in [0, 2\pi)$, we wrote $\tilde{d}((\alpha, \beta))$ to denote the counterclockwise geodesic distance along the unit circle from $e^{i\alpha}$ to $e^{i\beta}$. Fix $\rho \geq 1$. For each $e^{i\theta_1}, e^{i\theta_2} \in \tilde{S}^1$, define

$$\omega_{\tilde{S}^1, \rho}(e^{i\theta_1}, e^{i\theta_2}) := \min \left( \tilde{d}(\theta_1, \theta_2), \rho \tilde{d}(\theta_2, \theta_1) \right).$$
This is a compact, asymmetric network in $\omega_\vec{d}$. Must have $\omega_\vec{d} = \omega_e$. Note that $P_{\gamma,\delta}$ are three cases: (1) open. Let $P_{\gamma,\delta}$. $\rho$ suffices to show that the preimages of basic open sets under $\omega_{\vec{S}_{\rho}^1}$ are continuous.

**Proposition 26.** $\omega_{\vec{S}_{\rho}^1} : \vec{S}_{\rho}^1 \times \vec{S}_{\rho}^1 \to \mathbb{R}$ is continuous.

**Proof of Proposition 26.** It suffices to show that the preimages of basic open sets under $\omega_{\vec{S}_{\rho}^1}$ are open. Let $(a, b)$ be an open interval in $\mathbb{R}$. Let $(e^{i\alpha}, e^{i\beta}) \in \omega_{\vec{S}_{\rho}^1}^{-1}[(a, b)]$, where $\alpha, \beta \in [0, 2\pi)$. There are three cases: (1) $\alpha < \beta$, (2) $\beta < \alpha$, or (3) $\alpha = \beta$.

Suppose first that $\alpha < \beta$. There are two subcases: either $\omega_{\vec{S}_{\rho}^1}(e^{i\alpha}, e^{i\beta}) = \vec{d}(\alpha, \beta)$, or $= \rho \vec{d}(\beta, \alpha)$.

Fix $r > 0$ to be determined later, but small enough so that $B(\alpha, r) \cap B(\beta, r) = \emptyset$. Let $\gamma \in B(\alpha, r)$, $\delta \in B(\beta, r)$. Then $\vec{d}(\gamma, \delta) \in B(\vec{d}(\alpha, \beta), 2r)$. Also, \[\left| \rho \vec{d}(\gamma, \delta) - \rho \vec{d}(\alpha, \beta) \right| = \rho \left| \vec{d}(\gamma, \delta) - \vec{d}(\alpha, \beta) \right| < 2r \rho.\]

Now $r$ can be made arbitrarily small, so that for any $\gamma \in B(\alpha, r)$ and any $\delta \in B(\beta, r)$, we have $\omega_{\vec{S}_{\rho}^1}(e^{i\gamma}, e^{i\delta}) \in (a, b)$. It follows that $(e^{i\alpha}, e^{i\beta})$ is contained in an open set contained inside $\omega_{\vec{S}_{\rho}^1}^{-1}[(a, b)]$. An analogous proof shows this to be true for the $\beta < \alpha$ case.

Next suppose $\alpha = \beta$. Fix $0 < r < b/(2\rho)$. We need to show $\omega_{\vec{S}_{\rho}^1}(B(\alpha, r), B(\alpha, r)) \subseteq (a, b)$. Note that $0 \in (a, b)$. Let $\gamma, \delta \in B(\alpha, r)$. There are three subcases. If $\gamma = \delta$, then $\omega_{\vec{S}_{\rho}^1}(e^{i\gamma}, e^{i\delta}) = 0 \in (a, b)$. If $\vec{d}(\gamma, \delta) < 2r$, then $\omega_{\vec{S}_{\rho}^1}(e^{i\gamma}, e^{i\delta}) < 2r < b$. Finally, suppose $\vec{d}(\gamma, \delta) \geq 2r$. Then we must have $\vec{d}(\gamma, \delta) < 2r$, so $\omega_{\vec{S}_{\rho}^1}(e^{i\gamma}, e^{i\delta}) \leq \rho \vec{d}(\gamma, \delta) < 2r < b$. Thus for any $\gamma, \delta \in B(\alpha, r)$, we have $\omega_{\vec{S}_{\rho}^1}(e^{i\gamma}, e^{i\delta}) \in (a, b)$.

It follows that $\omega_{\vec{S}_{\rho}^1}^{-1}[(a, b)]$ is open. This proves the claim.

We summarize the preceding observations in the following:

**Definition 16.** Let $\rho \in [1, \infty)$. We define the directed unit circle with reversibility $\rho$ to be $(\vec{S}_{\rho}^1, \omega_{\vec{S}_{\rho}^1})$. This is a compact, asymmetric network in $\mathcal{C}_{\text{dis}}$. 

---

**Figure 5.** The directed circle $(\vec{S}_{\rho}^1, \omega_{\vec{S}_{\rho}^1})$, the directed circle on 6 nodes $(\vec{S}_{\rho}^1, \omega_{\vec{S}_{\rho}^1})$, and the directed circle with reversibility $\rho$, for some $\rho \in [1, \infty)$. Traveling in a clockwise direction is possibly only in the directed circle with reversibility $\rho$, but this incurs a penalty modulated by $\rho$. 

In particular, $\omega_{\vec{S}_{\rho}^1}$ has reversibility $\rho$ (cf. Definition 12).

Finally, we equip $\vec{S}_{\rho}^1$ with the standard subspace topology generated by the open balls in $\mathbb{C}$. In this case, $\vec{S}_{\rho}^1$ is compact and first countable. It remains to check that $\omega_{\vec{S}_{\rho}^1}$ is continuous.
Remark 27. Just as in Theorem 25, we can finitely approximate \((\mathbb{S}^1, \omega_{\mathbb{S}^1, \rho})\) by endowing uniformly distributed points on \(\mathbb{S}^1\) with the restriction of \(\omega_{\mathbb{S}^1, \rho}\). We do not repeat the details here.

Remark 28 (Directed circle with finite reversibility—forward-open topology version). Instead of using the subspace topology generated by the standard topology on \(\mathbb{C}\), we can also endow \((\mathbb{S}^1, \omega_{\mathbb{S}^1, \rho})\) with the forward-open topology generated by \(\omega_{\mathbb{S}^1, \rho}\). The open balls in this topology are precisely the open balls in the subspace topology induced by the standard topology, the only adjustment being the “center” of each ball. The directed metric space \((\mathbb{S}^1, \omega_{\mathbb{S}^1, \rho})\) equipped with the forward-open topology is another example of a compact, asymmetric network in \(\mathcal{C}\mathcal{N}_{\text{dis}}\).

3. The case of compact networks

In this section, we characterize the compact networks in the metric space \((\mathcal{N}/ \cong_{\mathbb{N}}^w, d_{\mathcal{N}})\), where \(d_{\mathcal{N}} : \mathcal{N}/ \cong_{\mathbb{N}}^w \times \mathcal{N}/ \cong_{\mathbb{N}}^w \rightarrow \mathbb{R}_+\) is defined (abusing notation) as follows:

\[
d_{\mathcal{N}}([X], [Y]) := d_{\mathcal{N}}(X, Y), \quad \text{for each } [X], [Y] \in \mathcal{N}/ \cong_{\mathbb{N}}^w .
\]

To check that \(d_{\mathcal{N}}\) is well-defined on \([X], [Y] \in \mathcal{N}/ \cong_{\mathbb{N}}^w\), let \(X' \in [X], Y' \in [Y]\). Then:

\[
d_{\mathcal{N}}([X'], [Y']) = d_{\mathcal{N}}(X', Y') = d_{\mathcal{N}}(X, Y) = d_{\mathcal{N}}([X], [Y]),
\]

where the second-to-last equality follows from the triangle inequality and the observation that \(d_{\mathcal{N}}(X, X') = d_{\mathcal{N}}(Y, Y') = 0\).

Our main result is that the two types of weak isomorphism coincide in the setting of compact networks. As a stepping stone towards proving this result, we explore the notion of “sampling” finite networks from compact networks.

3.1. Compact networks and finite sampling. In this section, we prove that any compact network admits an approximation by a finite network up to arbitrary precision, in the sense of \(d_{\mathcal{N}}\).

Example 29 (Some compact and noncompact networks). In §2.3.1, we constructed an example of a noncompact, asymmetric network. In Section 2.3.2, we constructed a family of compact, asymmetric networks: the directed circles with reversibility \(\rho \in [1, \infty)\). We also remarked that \((\mathbb{S}^1, \omega_{\mathbb{S}^1, \rho})\) can be “approximated” up to arbitrary precision by picking \(n\) equidistant points on \(\mathbb{S}^1\) and equipping this collection with the restriction of \(\omega_{\mathbb{S}^1, \rho}\) (also see Theorem 25). We view this process as “sampling” finite networks from a compact network. In the next result, we present this sampling process as a theorem that applies to any compact network.

Theorem 30 (Sampling from a compact network). Let \((X, \omega_X)\) be a compact network. Then for any \(\varepsilon > 0\), we can choose a finite subset \(X' \subseteq X\) such that

\[
d_{\mathcal{N}}((X, \omega_X), (X', \omega_X|_{X' \times X'})) < \varepsilon .
\]

Remark 31. When considering a compact metric space \((X, d_X)\), the preceding theorem relates to the well-known notion of taking finite \(\varepsilon\)-nets in a metric space. Recall that for \(\varepsilon > 0\), a subset \(S \subseteq X\) is an \(\varepsilon\)-net if for any point \(x \in X\), we have \(B(x, \varepsilon) \cap S \neq \emptyset\). Such an \(\varepsilon\)-net satisfies the nice property that \(d_{GH}(X, S) < \varepsilon\) \([7, 7.3.11]\). In particular, one can find a finite \(\varepsilon\)-net of \((X, d_X)\) for any \(\varepsilon > 0\) by compactness.

Observe that we do not make quantitative estimates on the cardinality of the \(\varepsilon\)-approximation produced in Theorem 30. In the setting of compact metric spaces, the size of an \(\varepsilon\)-net relates to the rich theory of metric entropy developed by Kolmogorov and Tihomirov \([28, \text{Chapter 17}]\).
By virtue of Theorem 30, one can always approximate a compact network up to any given precision. The next theorem implies that a sampled network limits to the underlying compact network as the sample gets more and more dense.

**Theorem 32** (Limit of dense sampling). Let \((X, \omega_X)\) be a compact network, and let \(S = \{s_1, s_2, \ldots\}\) be a countable dense subset of \(X\) with a fixed enumeration. For each \(n \in \mathbb{N}\), let \(X_n\) be the finite network with node set \(\{s_1, \ldots, s_n\}\) and weight function \(\omega_X\mid_{X_n \times X_n}\). Then we have:

\[
d_X(X, X_n) \downarrow 0 \text{ as } n \to \infty.
\]

3.1.1. **Proofs of result in §3.1.**

**Proof of Theorem 30.** The idea is to find a cover of \(X\) by open sets \(G_1, \ldots, G_q\) and representatives \(x_i \in G_i\) for each \(1 \leq i \leq q\) such that whenever we have \((x, x') \in G_i \times G_{j}\), we know by continuity of \(\omega_X\) that \(|\omega_X(x, x') - \omega_X(x_i, x_j)| < \varepsilon\). Then we define a correspondence that associates each \(x \in G_i\) to \(x_i\), for \(1 \leq i \leq q\). Such a correspondence has distortion bounded above by \(\varepsilon\).

Let \(\varepsilon > 0\). Let \(\mathcal{B}\) be a base for the topology on \(X\).

Let \(\{B(r, \varepsilon/4) : r \in \mathbb{R}\}\) be an open cover for \(\mathbb{R}\). Then by continuity of \(\omega_X\), we get that

\[
\{\omega_X^{-1}[B(r, \varepsilon/4)] : r \in \mathbb{R}\}
\]

is an open cover for \(X \times X\). Each open set in this cover can be written as a union of open rectangles \(U \times V\), for \(U, V \in \mathcal{B}\). Thus the following set is an open cover of \(X \times X\):

\[
\mathcal{U} := \{U \times V : U, V \in \mathcal{B}, U \times V \subseteq \omega_X^{-1}[B(r, \varepsilon/4)], r \in \mathbb{R}\}.
\]

**Claim 1.** There exists a finite open cover \(\mathcal{G} = \{G_1, \ldots, G_q\}\) of \(X\) such that for any \(1 \leq i, j \leq q\), we have \(G_i \times G_j \subseteq U \times V\) for some \(U \times V \in \mathcal{U}\).

**Proof of Claim 1.** The proof of the claim proceeds by a repeated application of the Tube Lemma [65, Lemma 26.8]. Since \(X \times X\) is compact, we take a finite subcover:

\[
\mathcal{U}^f := \{U_1 \times V_1, \ldots, U_n \times V_n\}, \text{ for some } n \in \mathbb{N}.
\]

Let \(x \in X\). Then we define:

\[
\mathcal{U}^f_x := \{U \times V \in \mathcal{U}^f : x \in U\},
\]

and write

\[
\mathcal{U}^f_x = \left\{U_{i_1}^x \times V_{i_1}^x, \ldots, U_{i_m(x)}^x \times V_{i_m(x)}^x\right\}.
\]

Here \(m(x)\) is an integer depending on \(x\), and \(\{i_1, \ldots, i_m(x)\}\) is a subset of \(\{1, \ldots, n\}\).

Since \(\mathcal{U}^f\) is an open cover of \(X \times X\), we know that \(\mathcal{U}^f_x\) is an open cover of \(\{x\} \times X\). Next define:

\[
A_x := \bigcap_{k=1}^{m(x)} U_{i_k}^x.
\]

Then \(A_x\) is open and contains \(x\). In the literature [65, p. 167], the set \(A_x \times X\) is called a **tube** around \(\{x\} \times X\). Notice that \(A_x \times X \subseteq \mathcal{U}^f_x\). Since \(x\) was arbitrary in the preceding construction, we define \(\mathcal{U}^f_x\) and \(A_x\) for each \(x \in X\). Then note that \(\{A_x : x \in X\}\) is an open cover of \(X\). Using compactness of \(X\), we choose \(\{s_1, \ldots, s_p\} \subseteq X\), \(p \in \mathbb{N}\), such that \(\{A_{s_1}, \ldots, A_{s_p}\}\) is a finite subcover of \(X\).

Once again let \(x \in X\), and let \(\mathcal{U}^f_x\) and \(A_x\) be defined as above. Define the following:

\[
B_x := \{A_x \times V_{i_k}^x : 1 \leq k \leq m(x)\}.
\]
Since \( x \in A_x \) and \( X \subseteq \bigcup_{k=1}^{m(x)} V_{i_k}^x \), it follows that \( B_x \) is a cover of \( \{x\} \times X \). Furthermore, since \( \{A_{s_1}, \ldots, A_{s_p}\} \) is a cover of \( X \), it follows that the finite collection \( \{B_{s_1}, \ldots, B_{s_p}\} \) is a cover of \( X \times X \).

Let \( z \in X \). Since \( X \subseteq \bigcup_{k=1}^{m(x)} V_{i_k}^x \), we pick \( V_{i_k}^x \) for \( 1 \leq k \leq m(x) \) such that \( z \in V_{i_k}^x \). Since \( x \) was arbitrary, such a choice exists for each \( x \in X \). Therefore, we define:

\[
C_z := \{V \in \mathcal{B} : z \in V, A_{s_i} \times V \in B_{s_i} \text{ for some } 1 \leq i \leq p\}.
\]

Since each \( B_{s_i} \) is finite and there are finitely many \( B_{s_i} \), we know that \( C_z \) is a finite collection. Next define:

\[
D_z := \bigcap_{V \in C_z} V.
\]

Then \( D_z \) is open and contains \( z \). Notice that \( X \times D_z \) is a tube around \( X \times \{z\} \). Next, using the fact that \( \{A_{s_i} : 1 \leq i \leq p\} \) is an open cover of \( X \), pick \( A_{s_i(z)} \) such that \( z \in A_{s_i(z)} \). Here \( 1 \leq i(z) \leq p \) is some integer depending on \( z \). Then define

\[
G_z := D_z \cap A_{s_i(z)}.
\]

Then \( G_z \) is open and contains \( z \). Since \( z \) was arbitrary, we define \( G_z \) for each \( z \in X \). Then \( \{G_z : z \in X\} \) is an open cover of \( X \), and we take a finite subcover:

\[
\mathcal{G} := \{G_1, \ldots, G_q\}, \quad q \in \mathbb{N}.
\]

Finally, we need to show that for any choice of \( 1 \leq i, j \leq q \), we have \( G_i \times G_j \subseteq U \times V \) for some \( U \times V \in \mathcal{U} \). Let \( 1 \leq i, j \leq q \). Note that we can write \( G_i = G_w \) and \( G_j = G_y \) for some \( w, y \in X \). By the definition of \( G_w \), we then have the following for some index \( i(w) \) depending on \( w \):

\[
G_w \subseteq A_{s_i(w)} \subseteq U^{s_i(w)} \times V^{s_i(w)} \in \mathcal{U}_{s_i(w)}^f, \quad 1 \leq i(w) \leq p.
\]

Note that the second containment holds by definition of \( A_{s_i(w)} \). Since \( \mathcal{U}_{s_i(w)}^f \) is a cover of \( \{s_i(w)\} \times X \), we choose \( V^{s_i(w)} \) to contain \( y \). Then observe that \( A_{s_i(w)} \times V^{s_i(w)} \in B_{s_i(w)} \). Then \( V^{s_i(w)} \in C_y \), and so we have:

\[
G_y \subseteq D_y \subseteq V^{s_i(w)}.
\]

It follows that \( G_i \times G_j = G_w \times G_y \subseteq U^{x_i(w)} \times V^{x_j(w)} \in \mathcal{U} \).

Now we fix \( \mathcal{G} := \{G_1, \ldots, G_q\} \) as in Claim 1. Before defining \( X' \), we perform a disjointification step. Define:

\[
\tilde{G}_1 := G_1, \quad \tilde{G}_2 := G_2 \setminus \tilde{G}_1, \quad \tilde{G}_3 := G_3 \setminus (\tilde{G}_1 \cup \tilde{G}_2), \ldots, \quad \tilde{G}_q := G_q \setminus \left( \bigcup_{k=1}^{q-1} \tilde{G}_k \right).
\]

Finally we define \( X' \) as follows: pick a representative \( x_i \in \tilde{G}_i \) for each \( 1 \leq i \leq q \). Let \( X' = \{x_i : 1 \leq i \leq q\} \). Define a correspondence between \( X \) and \( X' \) as follows:

\[
R := \{(x, x_i) : x \in \tilde{G}_i, 1 \leq i \leq q\}.
\]

Let \((x, x_i), (x, x_j) \in R\). Then we have \((x, x'), (x_j, x) \in \tilde{G}_i \times \tilde{G}_j \subseteq G_i \times G_j\). By the preceding work, we know that \( G_i \times G_j \subseteq U \times V \), for some \( U \times V \in \mathcal{U} \). Therefore \( \omega_X(x, x'), \omega_X(x_j, x) \in B(r, \varepsilon/4) \) for some \( r \in \mathbb{R} \). It follows that:

\[
|\omega_X(x, x') - \omega_X(x_i, x_j)| < \varepsilon/2.
\]

Since \((x, x_i), (x', x_j) \in R\) were arbitrary, we have \( \text{dis}(R) < \varepsilon/2 \). Hence \( d_{X'}(X, X') < \varepsilon \). \( \square \)
Proof of Theorem 32. The first part of this proof is similar to that of Theorem 30. Let $\varepsilon > 0$. Let $\mathcal{B}$ be a base for the topology on $X$. Then $\{\omega_X^{-1}(B(r,\varepsilon/8)) : r \in \mathbb{R}\}$ is an open cover for $X \times X$. Each open set in this cover can be written as a union of open rectangles $U \times V$, for $U, V \in \mathcal{B}$. Thus the following set is an open cover of $X \times X$:

$$
\mathcal{U} := \{ U \times V : U, V \in \mathcal{B}, U \times V \subseteq \omega_X^{-1}(B(r,\varepsilon/8)), r \in \mathbb{R}\}.
$$

By applying Claim 1 from the proof of Theorem 30, we obtain a finite open cover $\mathcal{G} = \{G_1, \ldots, G_q\}$ of $X$ such that for any $1 \leq i, j \leq q$, we have $G_i \times G_j \subseteq U \times V$ for some $U \times V \in \mathcal{U}$. For convenience, we assume that each $G_i$ is nonempty.

Now let $1 \leq i \leq q$. Then $G_i \cap S \neq \emptyset$, because $S$ is dense in $X$. Choose $p(i) \in \mathbb{N}$ such that $s_{p(i)} \in G_i$. We repeat this process for each $1 \leq i \leq q$, and then define

$$
n := \max\{p(1), p(2), \ldots, p(q)\}.
$$

Now define $X_n$ to be the network with node set $\{s_1, s_2, \ldots, s_n\}$ and weight function given by the appropriate restriction of $\omega_X$. Also define $S_n$ to be the network with node set $\{s_{p(1)}, s_{p(2)}, \ldots, s_{p(q)}\}$ and weight function given by the restriction of $\omega_X$.

Claim 2. Let $A$ be a subset of $X$ equipped with the weight function $\omega_X|_{A \times A}$. Then $d_N(S_n, A) < \varepsilon/2$.

Proof of Claim 2. We begin with $\mathcal{G} = \{G_1, \ldots, G_q\}$. Notice that each $G_i$ contains $s_{p(i)}$. To avoid ambiguity in our construction, we will need to ensure that $G_i$ does not contain $s_{p(j)}$ for $i \neq j$. So our first step is to obtain a cover of $A$ by disjoint sets while ensuring that each $s_{p(i)} \in S_n$ belongs to exactly one element of the new cover. We define:

$$
G^*_1 := G_1 \setminus S_n, \ G^*_2 := G_2 \setminus S_n, \ G^*_3 := G_3 \setminus S_n, \ldots, \ G^*_q := G_q \setminus S_n, \text{ and}
$$

$$
\tilde{G}_1 := G^*_1 \cup \{s_{p(1)}\}, \ \tilde{G}_2 := (G^*_2 \setminus \tilde{G}_1) \cup \{s_{p(2)}\}, \ \tilde{G}_3 := \left(G^*_3 \setminus (\tilde{G}_1 \cup \tilde{G}_2)\right) \cup \{s_{p(3)}\}, \ldots,
$$

$$
\tilde{G}_q := \left(G^*_q \setminus \left(\bigcup_{k=1}^{q-1} \tilde{G}_k\right)\right) \cup \{s_{p(q)}\}.
$$

Notice that $\{\tilde{G}_i : 1 \leq i \leq q\}$ is a cover for $A$, and for each $1 \leq i \leq q$, $\tilde{G}_i$ contains $s_{p(j)}$ if and only if $i = j$. Now we define a correspondence between $A$ and $S_n$ as follows:

$$
R := \{(x, s_{p(i)}) : x \in A \cap \tilde{G}_i, \ 1 \leq i \leq q\}.
$$

Next let $(x, s_{p(i)}), (x', s_{p(j)}) \in R$. Then we have $(x, x'), (s_{p(i)}, s_{p(j)}) \in \tilde{G}_i \times \tilde{G}_j \subseteq G_i \times G_j \subseteq U \times V$ for some $U \times V \in \mathcal{U}$. Therefore $\omega_X(x, x')$ and $\omega_X(s_{p(i)}, s_{p(j)})$ both belong to $B(r,\varepsilon/8)$ for some $r \in \mathbb{R}$. Thus we have:

$$
|\omega_X(x, x') - \omega_X(s_{p(i)}, s_{p(j)})| < \varepsilon/4.
$$

It follows that $\text{dis}(R) < \varepsilon/4$, and so $d_N(A, S_n) < \varepsilon/2$.

Finally, we note that $d_N(X, X_n) \leq d_N(X, S_n) + d_N(S_n, X_n) < \varepsilon/2 + \varepsilon/2 = \varepsilon$, by Claim 2. Since $\varepsilon > 0$ was arbitrary, it follows that $d_N(X, X_n) \to 0$.

For the final statement in the theorem, let $m \geq n$ and observe that $S_n \subseteq X_n \subseteq X_m$. Thus whenever we have $d_N(X, X_n) < \varepsilon$, we also have $d_N(X, X_m) < \varepsilon$. It follows that:

$$
d_N(X, X_m) \leq d_N(X, X_n) \text{ for any } m, n \in \mathbb{N}, \ m \geq n.
$$
3.2. Compact networks and weak isomorphism. By Theorem 12, $d_N$ is a proper metric on $\mathcal{N}$ modulo Type II weak isomorphism, which is equivalent to Type I weak isomorphism when restricted to $\mathcal{CN}$. The comparison between $\mathcal{Q} \cap [0,1]$ and $[0,1]$ in Example 9 shows that in general, these two notions of weak isomorphism are not equivalent. This leads to the following natural question: when restricted to $\mathcal{CN}$, are we still able to recover equivalence between Type I and Type II weak isomorphism?

In the following theorem, we provide a positive answer to this question.

**Theorem 13** (Weak isomorphism in $\mathcal{CN}$). Let $X,Y \in \mathcal{CN}$. Then $X$ and $Y$ are Type II weakly isomorphic if and only if $X$ and $Y$ are Type I weakly isomorphic, i.e. there exists a set $V$ and surjections $\varphi_X : V \to X$, $\varphi_Y : V \to Y$ such that:

$$\omega_X(\varphi_X(v), \varphi_X(v')) = \omega_Y(\varphi_Y(v), \varphi_Y(v')) \quad \text{for all } v, v' \in V.$$ 

**Proof of Theorem 13.** By the definition of $\simeq_w$, it is clear that if $X \simeq_w Y$, then $d_N(X,Y) = 0$, i.e. $X \simeq_w Y$ (cf. Theorem 12).

Conversely, suppose $d_N(X,Y) = 0$. Our strategy is to obtain a set $Z \subseteq X \times Y$ with canonical projection maps $\pi_X : Z \to X$, $\pi_Y : Z \to Y$ and surjections $\psi_X : X \to \pi_X(Z)$, $\psi_Y : Y \to \pi_Y(Z)$ as in the following diagram:

$$\begin{array}{ccccccccc}
X & \xrightarrow{\psi_X} & Z & \xrightarrow{\pi_Y} & Y \\
\downarrow{id_X} & & \downarrow{\pi_X} & & \downarrow{\psi_Y} \\
X & & \pi_X(Z) & & \pi_Y(Z) & & Y \\
\end{array}$$

Furthermore, we will require:

$$\omega_X(\pi_X(z), \pi_X(z')) = \omega_Y(\pi_Y(z), \pi_Y(z')) \quad \text{for all } z, z' \in Z, \quad (2)$$

$$\omega_X(x, x') = \omega_X(\psi_X(x), \psi_X(x')) \quad \text{for all } x, x' \in X, \quad (3)$$

$$\omega_Y(y, y') = \omega_Y(\psi_Y(y), \psi_Y(y')) \quad \text{for all } y, y' \in Y. \quad (4)$$

As a consequence, we will obtain a chain of Type I weak isomorphisms

$$X \simeq_i \pi_X(Z) \simeq_w \pi_Y(Z) \simeq_w Y.$$ 

Since Type I weak isomorphism is an equivalence relation (Proposition 10), it will follow that $X$ and $Y$ are Type I weakly isomorphic.

By applying Theorem 30, we choose sequences of finite subnetworks $\{X_n \subseteq X : n \in \mathbb{N}\}$ and $\{Y_n \subseteq Y : n \in \mathbb{N}\}$ such that $d_N(X_n,X) < 1/n$ and $d_N(Y_n,Y) < 1/n$ for each $n \in \mathbb{N}$. By the triangle inequality, $d_N(X_n,Y_n) < 2/n$ for each $n$.

For each $n \in \mathbb{N}$, let $T_n \in \mathcal{R}(X_n, X)$, $P_n \in \mathcal{R}(Y, Y_n)$ be such that $\text{dis}(T_n) < 2/n$ and $\text{dis}(P_n) < 2/n$. Define $\alpha_n := 4/n - \text{dis}(T_n) - \text{dis}(P_n)$, and notice that $\alpha_n \to 0$ as $n \to \infty$. Since $d_N(X,Y) = 0$ by assumption, for each $n \in \mathbb{N}$ we let $S_n \in \mathcal{R}(X,Y)$ be such that $\text{dis}(S_n) < \alpha_n$. Then,

$$\text{dis}(T_n \circ S_n \circ P_n) \leq \text{dis}(T_n) + \text{dis}(S_n) + \text{dis}(P_n) < 4/n. \quad (\text{cf. Remark 4})$$

Then for each $n \in \mathbb{N}$, we define $R_n := T_n \circ S_n \circ P_n \in \mathcal{R}(X_n, Y_n)$. By Remark 4, we know that $R_n$ has the following expression:

$$R_n = \{(x_n, y_n) \in X_n \times Y_n : \text{ there exist } \tilde{x} \in X, \ \tilde{y} \in Y \text{ such that } (x_n, \tilde{x}) \in T_n, \ (\tilde{x}, \tilde{y}) \in S_n, \ (\tilde{y}, y_n) \in P_n\}.$$
Next define:
\[ S := \{(\tilde{x}_n, \tilde{y}_n)_{n \in \mathbb{N}} \in (X \times Y)^\mathbb{N} : (\tilde{x}_n, \tilde{y}_n) \in S_n \text{ for each } n \in \mathbb{N}\} . \]

Since \( X, Y \) are first countable and compact, the product \( X \times Y \) is also first countable and compact, hence sequentially compact. Any sequence in a sequentially compact space has a convergent subsequence, so for convenience, we replace each sequence in \( S \) by a convergent subsequence. Next define:
\[ Z := \{(x, y) \in X \times Y : (x, y) \text{ a limit point of some } (\tilde{x}_n, \tilde{y}_n)_{n \in \mathbb{N}} \in S\} . \]

**Claim 3.** \( Z \) is a closed subspace of \( X \times Y \). Hence it is compact and sequentially compact.

The second statement in the claim follows from the first: assuming that \( Z \) is a closed subspace of the compact space \( X \times Y \), we obtain that \( Z \) is compact. Any subspace of a first countable space is first countable, so \( Z \) is also first countable. Next, observe that \( \pi_X(Z) \) equipped with the subspace topology is compact, because it is a continuous image of a compact space. It is also first countable because it is a subspace of the first countable space \( X \). Furthermore, the restriction of \( \omega_X \) to \( \pi_X(Z) \) is continuous. Thus \( \pi_X(Z) \) equipped with the restriction of \( \omega_X \) is a compact network, and by similar reasoning, we get that \( \pi_Y(Z) \) equipped with the restriction of \( \omega_Y \) is also a compact network.

**Proof of Claim 3.** We will show that \( Z \subseteq X \times Y \) contains all its limit points. Let \( (x, y) \in X \times Y \) be a limit point of \( Z \). Let \( \{U_n \subseteq X : n \in \mathbb{N}, (x, y) \in U_n\} \) be a countable neighborhood base of \((x, y)\). For each \( n \in \mathbb{N} \), the finite intersection \( V_n := \cap_{i=1}^n U_i \) is an open neighborhood of \((x, y)\), and thus contains a point \((x_n, y_n) \in Z \) that is distinct from \((x, y)\) (by the definition of a limit point). Pick such an \((x_n, y_n)\) for each \( n \in \mathbb{N} \). Then \((x_n, y_n)_{n \in \mathbb{N}} \) is a sequence in \( Z \) converging to \((x, y)\) such that \((x_n, y_n) \in V_n \) for each \( n \in \mathbb{N} \).

For each \( n \in \mathbb{N} \), note that because \((x_n, y_n) \in Z \) and \( V_n \) is an open neighborhood of \((x_n, y_n)\), there exists a sequence in \( S \) converging to \((x_n, y_n)\) for which all but finitely many terms are contained in \( V_n \). So for each \( n \in \mathbb{N} \), let \((\tilde{x}_n, \tilde{y}_n) \in S_n \) be such that \((\tilde{x}_n, \tilde{y}_n) \in V_n \). Then the sequence \((\tilde{x}_n, \tilde{y}_n)_{n \in \mathbb{N}} \in S \) converges to \((x, y)\). Thus \((x, y) \in Z \). Since \((x, y)\) was an arbitrary limit point of \( Z \), it follows that \( Z \) is closed.

**Proof of Equation 2.** We now prove Equation 2. Let \( z = (x, y) \), \( z' = (x', y') \in Z \), and let \((\tilde{x}_n, \tilde{y}_n)_{n \in \mathbb{N}}, (\tilde{x}'_n, \tilde{y}'_n)_{n \in \mathbb{N}} \) be elements of \( S \) that converge to \((x, y), (x', y')\) respectively. We wish to show \(|\omega_X(x, x') - \omega_Y(y, y')| = 0 \). Let \( \varepsilon > 0 \), and observe that:
\[ |\omega_X(x, x') - \omega_Y(y, y')| \]
\[ = |\omega_X(x, x') - \omega_X(\tilde{x}_n, \tilde{x}'_n) + \omega_X(\tilde{x}_n, \tilde{x}'_n) - \omega_Y(\tilde{y}_n, \tilde{y}'_n) + \omega_Y(\tilde{y}_n, \tilde{y}'_n) - \omega_Y(y, y')| \]
\[ \leq |\omega_X(x, x') - \omega_X(\tilde{x}_n, \tilde{x}'_n)| + |\omega_X(\tilde{x}_n, \tilde{x}'_n) - \omega_Y(\tilde{y}_n, \tilde{y}'_n)| + |\omega_Y(\tilde{y}_n, \tilde{y}'_n) - \omega_Y(y, y')| . \]

**Claim 4.** Suppose we are given sequences \((\tilde{x}_n, \tilde{y}_n)_{n \in \mathbb{N}}, (\tilde{x}'_n, \tilde{y}'_n)_{n \in \mathbb{N}} \) in \( Z \) converging to \((x, y)\) and \((x', y')\) respectively. Then there exists \( N \in \mathbb{N} \) such that for all \( n \geq N \), we have:
\[ |\omega_X(x, x') - \omega_X(\tilde{x}_n, \tilde{x}'_n)| < \varepsilon/4, \quad |\omega_Y(\tilde{y}_n, \tilde{y}'_n) - \omega_Y(y, y')| < \varepsilon/4 . \]

**Proof of Claim 4.** Write \( a := \omega_X(x, x') \), \( b := \omega_Y(y, y') \). Since \( \omega_X \) and \( \omega_Y \) are continuous, we know that \( \omega_X^{-1}[B(a, \varepsilon/4)] \) and \( \omega_Y^{-1}[B(b, \varepsilon/4)] \) are open neighborhoods of \((x, x')\) and \((y, y')\). Since each open set in the product space \( X \times X \) is a union of open rectangles of the form \( A \times A' \) for \( A, A' \) open subsets of \( X \), we choose an open set \( A \times A' \subseteq \omega_X^{-1}[B(a, \varepsilon/4)] \) such that \((x, x') \in A \times A' \). Similarly, we choose an open set \( B \times B' \subseteq \omega_Y^{-1}[B(b, \varepsilon/4)] \) such that \((y, y') \in B \times B' \). Then \( A \times B, A' \times B' \) are open neighborhoods of \((x, y), (x', y')\) respectively. Since \((\tilde{x}_n, \tilde{y}_n)_{n \in \mathbb{N}} \) and
We also make the following observation, to be used later: for each $x \in A \times B$ and $(\bar{x}_n, \bar{y}_n) \in \mathcal{S}_n$. We have $(\bar{x}_n, \bar{y}_n) \in \mathcal{S}_n$ for all $n \in \mathbb{N}$. The claim now follows.

Now choose $N \in \mathbb{N}$ such that the property in Claim 4 is satisfied, as well as the additional property that $8/N < \varepsilon/4$. Then for any $n \geq N$, we have:

$$|\omega_X(x, x') - \omega_Y(y, y')| \leq \varepsilon/4 + |\omega_X(\bar{x}_n, \bar{x}_n') - \omega_Y(\bar{y}_n, \bar{y}_n')| + \varepsilon/4.$$

Separately note that for each $n \in \mathbb{N}$, having $(\bar{x}_n, \bar{y}_n), (\bar{x}_n', \bar{y}_n') \in \mathcal{S}_n$ implies that there exist $(x_n, y_n)$ and $(x_n', y_n') \in \mathcal{P}_n$ such that $(x_n, \bar{x}_n), (x_n', \bar{x}_n') \in \mathcal{T}_n$ and $(\bar{y}_n, y_n), (\bar{y}_n', y_n') \in \mathcal{P}_n$. Thus we can bound the middle term above as follows:

$$|\omega_X(\bar{x}_n, \bar{x}_n') - \omega_Y(\bar{y}_n, \bar{y}_n')|$$

$$= |\omega_X(x_n, x_n') - \omega_Y(y_n, y_n') + \omega_Y(y_n, y_n') - \omega_Y(\bar{y}_n, \bar{y}_n')|$$

$$\leq |\omega_X(x_n, x_n') - \omega_Y(y_n, y_n')| + |\omega_Y(y_n, y_n') - \omega_Y(\bar{y}_n, \bar{y}_n')|$$

$$\leq \text{dis}(\mathcal{T}_n) + \text{dis}(\mathcal{P}_n) + \text{dis}(\mathcal{P}_n) < 8/n \leq 8/N < \varepsilon/4.$$

The preceding calculations show that:

$$|\omega_X(x, x') - \omega_Y(y, y')| < \varepsilon.$$

Since $\varepsilon > 0$ was arbitrary, it follows that $\omega_X(x, x') = \omega_Y(y, y')$. This proves Equation 2.

It remains to define surjective maps $\psi_X : X \to \pi_X(Z), \psi_Y : Y \to \pi_Y(Z)$ and to verify Equations 3 and 4. Both cases are similar, so we only show the details of constructing $\psi_X$ and verifying Equation 3.

**Construction of $\psi_X$.** Let $x \in X$. Suppose first that $x \in \pi_X(Z)$. Then we simply define $\psi_X(x) = x$. We also make the following observation, to be used later: for each $n \in \mathbb{N}$, let $y \in Y$ be such that $(x, y) \in \mathcal{S}_n$, there exists $x_n \in X_n$ and $y_n \in Y_n$ such that $(x_n, x) \in \mathcal{T}_n$ and $(y_n, y) \in \mathcal{P}_n$.

Next suppose $x \in X \setminus \pi_X(Z)$. For each $n \in \mathbb{N}$, let $x_n \in X_n$ be such that $(x_n, x) \in \mathcal{T}_n$, and let $\bar{x}_n \in X$ be such that $(x_n, \bar{x}_n) \in \mathcal{T}_n$. Also for each $n \in \mathbb{N}$, let $\bar{y}_n \in Y$ be such that $(\bar{x}_n, y_n) \in \mathcal{S}_n$. Then for each $n \in \mathbb{N}$, let $y_n \in Y_n$ be such that $(\bar{y}_n, y_n) \in \mathcal{P}_n$. Then by sequential compactness of $X \times Y$, the sequence $(\bar{x}_n, \bar{y}_n) \in \mathbb{N}$ has a convergent subsequence which belongs to $\mathcal{S}$ and converges to a point $(\bar{x}, \bar{y}) \in Z$. In particular, we obtain a sequence $(\bar{x}_n) \in \mathbb{N}$ converging to a point $\bar{x},$ such that $(x_n, x)$ and $(x_n, \bar{x}_n) \in \mathcal{T}_n$ for each $n \in \mathbb{N}$. Define $\psi_X(x) = \bar{x}$.

Since $x \in X$ was arbitrary, this construction defines $\psi_X : X \to \pi_X(Z)$. Note that $\psi_X$ is simply the identity on $\pi_X(Z)$, hence is surjective.

**Proof of Equation 3.** Now we verify Equation 3. Let $\varepsilon > 0$. There are three cases to check:

**Case 1:** $x, x' \in \pi_X(Z)$: In this case, we have:

$$|\omega_X(x, x') - \omega_X(\psi_X(x), \psi_X(x'))| = \omega_X(x, x') - \omega_X(x, x') = 0.$$

**Case 2:** $x, x' \in X \setminus \pi_X(Z)$: By continuity of $\omega_X$, we obtain an open neighborhood $U := \omega_X^{-1}([B(\omega_X(\psi_X(x), \psi_X(\bar{x}'))], \varepsilon/2)]$ of $(x, x')$. By the definition of $\psi_X$ on $X \setminus \pi_X(Z)$, we obtain sequences $(\bar{x}_n, \bar{y}_n) \in \mathcal{S}_n$ and $(\bar{x}_n', \bar{y}_n') \in \mathcal{S}_n$ converging to $(\psi_X(x), \bar{y})$ and $(\psi_X(\bar{x}'), \bar{y}')$ for some $\bar{y}, \bar{y}' \in Y$. By applying Claim 4, we obtain $N \in \mathbb{N}$ such that for all $n \geq N$, we have $(\bar{x}_n, \bar{x}_n') \in U$. Note that we also obtain sequences $(x_n) \in \mathcal{S}_n$ and $(x_n') \in \mathcal{S}_n$ such that $(x_n, x), (x_n, \bar{x}_n) \in \mathcal{T}_n$ and $(x_n', x'), (x_n', \bar{x}_n') \in \mathcal{T}_n$. Choose $N$ large enough so that it satisfies
the property above and also that $4/N < \varepsilon/2$. Then for any $n \geq N$,

$$\left| \omega_X(x, x') - \omega_X(\psi_X(x), \psi_X(x')) \right|$$

$$= \left| \omega_X(x, x') - \omega_X(x_n, x'_n) + \omega_X(x_n, x'_n) - \omega_X(\bar{x}_n, \bar{x}'_n) + \omega_X(\bar{x}_n, \bar{x}'_n) - \omega_X(\psi_X(x), \psi_X(x')) \right|$$

$$\leq \text{dis}(T_n) + \text{dis}(T_n) + \varepsilon/2 < 4/n + \varepsilon/2 < 4/N + \varepsilon/2 < \varepsilon.$$

**Case 3:** $x \in \pi_X(Z), x' \in X \backslash \pi_X(Z)$: By the definition of $\psi_X$ on $X \backslash \pi_X(Z)$, we obtain: (1) a sequence $(\bar{x}'_n)_{n \in N}$ converging to $\psi_X(x')$, and (2) another sequence $(x'_n)_{n \in N}$ such that $(x'_n, x')$ and $(x_n, x'_n)$ both belong to $T_n$, for each $n \in N$. By the definition of $\psi_X$ on $\pi_X(Z)$, we obtain a sequence $(x_n)_{n \in N}$ such that $(x_n, x) \in T_n$ for each $n \in N$.

Let $U := \omega_X^{-1}[B(\omega_X(x, \psi_X(x')) , \varepsilon/2)]$. Since $(\bar{x}'_n)_{n \in N}$ converges to $\psi_X(x')$, we know that all but finitely many terms of the sequence $(x, \bar{x}'_n)_{n \in N}$ belong to $U$. So we choose $N$ large enough so that for each $n \geq N$, we have:

$$\left| \omega_X(x, x') - \omega_X(x, \psi_X(x')) \right|$$

$$= \left| \omega_X(x, x') - \omega_X(x_n, x'_n) + \omega_X(x_n, x'_n) - \omega_X(x, \bar{x}'_n) + \omega_X(x, \bar{x}'_n) - \omega_X(x, \psi_X(x')) \right|$$

$$\leq \text{dis}(T_n) + \varepsilon/2 < 4/n + \varepsilon/2 < 4/N + \varepsilon/2 < \varepsilon.$$

Since $\varepsilon > 0$ was arbitrary, Equation 3 follows. The construction of $\psi_Y$ and proof for Equation 4 are similar. This concludes the proof of the theorem. \( \square \)

As a consequence of Theorem 13, we see that weak isomorphisms of Types I and II coincide in the setting of $\mathcal{CN}$. Thus we recover a desirable notion of equivalence in the setting of compact networks.

4. INvariants of NETWORKS

At this point, we have computed $d_N$ between several examples of networks, as in Example 14 and Remark 15. We also asserted in Remark 18 that $d_N$ is in general difficult to compute. The solution we propose is to compute *quantitatively stable invariants* of networks, and compare the invariants instead of comparing the networks directly. In this section, we restrict our attention to computing invariants of compact networks, which satisfy the useful property that the images of the weight functions are compact.

Intuitively, the invariants that we associate to two strongly isomorphic networks should be the same. We define an $\mathbb{R}$-invariant of networks to be a map $\iota : \mathcal{CN} \rightarrow \mathbb{R}$ such that for any $X, Y \in \mathcal{CN}$, if $X \cong^s Y$ then $\iota(X) = \iota(Y)$. Any $\mathbb{R}$-invariant is an example of a *pseudometric* (and in particular, a *metric*) space valued invariant, which we define next. Recall that a pseudometric space $(V, d_V)$ is a metric space where we allow $d_V(v, v') = 0$ even if $v \neq v'$.

**Definition 17.** Let $(V, d_V)$ be any metric or pseudometric space. A *$V$-valued invariant* is any map $\iota: \mathcal{CN} \rightarrow V$ such that $\iota(X, \omega_X) = \iota(Y, \omega_Y)$ whenever $X \cong^s Y$.

Recall that $P(\mathbb{R})$, the nonempty elements of the power set of $\mathbb{R}$, is a pseudometric space when endowed with the Hausdorff distance [7, Proposition 7.3.3].

In what follows, we will construct several maps and claim that they are pseudometric space valued invariants; this claim will be substantiated in Proposition 38. We will eventually prove that our proposed invariants are quantitatively stable. This notion is made precise in §4.1.

**Example 33.** Define the diameter map to be the map

$$\text{diam} : \mathcal{CN} \rightarrow \mathbb{R} \text{ given by } (X, \omega_X) \mapsto \max_{x, x' \in X} |\omega_X(x, x')|.$$
Then $\text{diam}$ is an $\mathbb{R}$-invariant. Observe that the maximum is achieved for $(X, \omega_X) \in \mathcal{CN}$ because $X$ (hence $X \times X$) is compact and $\omega_X : X \times X \to \mathbb{R}$ is continuous. An application of $\text{diam}$ to Example 7 gives an upper bound on $d_N(X, Y)$ for $X, Y \in \mathcal{CN}$ in the following way:

$$d_N(X, Y) \leq d_N(X, N_1(0)) + d_N(N_1(0), Y) = \frac{1}{2} (\text{diam}(X) + \text{diam}(Y))$$

for any $X, Y \in \mathcal{CN}$.

**Example 34.** Define the spectrum map

$$\text{spec} : \mathcal{CN} \to \mathcal{P}(\mathbb{R})$$

by $(X, \omega_X) \mapsto \{\omega_X(x, x') : x, x' \in X\}$. 

The spectrum also has two local variants. Define the out-local spectrum of $X$ by $x \mapsto \text{spec}^\text{out}_X(x) := \{\omega_X(x, x'), x' \in X\}$. Notice that $\text{spec}(X) = \bigcup_{x \in X} \text{spec}^\text{out}_X(x)$ for any network $X$, thus justifying the claim that this construction localizes $\text{spec}$. Similarly, we define the in-spectrum of $X$ as the map $x \mapsto \text{spec}^\text{in}_X(x) := \{\omega_X(x', x) : x' \in X\}$. Notice that one still has $\text{spec}(X) = \bigcup_{x \in X} \text{spec}^\text{in}_X(x)$ for any network $X$. Finally, we observe that the two local versions of $\text{spec}$ do not necessarily coincide in an asymmetric network.

The spectrum is closely related to the *multisets* used by Boutin and Kemper [5] to produce invariants of weighted undirected graphs. For an undirected graph $G$, they considered the collection of all subgraphs with three nodes, along with the edge weights for each subgraph (compare to our notion of spectrum). Then they proved that the distribution of edge weights of these subgraphs is an invariant when $G$ belongs to a certain class of graphs.

**Example 35.** Define the trace map $\text{tr} : \mathcal{CN} \to \mathcal{P}(\mathbb{R})$ by $(X, \omega_X) \mapsto \text{tr}(X) := \{\omega_X(x, x) : x \in X\}$. This also defines an associated map $x \mapsto \text{tr}_X(x) := \omega_X(x, x)$. An example is provided in Figure 6: in this case, we have $(X, \text{tr}_X) = (\{p, q\}, (\alpha, \beta))$.

**Example 36 (The out and in maps).** Let $(X, \omega_X) \in \mathcal{CN}$, and let $x \in X$. Now define $\text{out} : \mathcal{CN} \to \mathcal{P}(\mathbb{R})$ and $\text{in} : \mathcal{CN} \to \mathcal{P}(\mathbb{R})$ by

$$\text{out}(X) = \left\{ \max_{x' \in X} |\omega_X(x, x')| : x \in X \right\} \quad \text{for all } (X, \omega_X) \in \mathcal{CN}$$

$$\text{in}(X) = \left\{ \max_{x' \in X} |\omega_X(x', x)| : x \in X \right\} \quad \text{for all } (X, \omega_X) \in \mathcal{CN}.$$ 

For each $x \in X$, $\max_{x' \in X} |\omega_X(x, x')|$ and $\max_{x' \in X} |\omega_X(x', x)|$ are achieved because $\{x\} \times X$ and $X \times \{x\}$ are compact. We also define the associated maps $\text{out}_X$ and $\text{in}_X$ by writing, for any $(X, \omega_X) \in \mathcal{CN}$ and any $x \in X$,

$$\text{out}_X(x) = \max_{x' \in X} |\omega_X(x, x')| \quad \text{and} \quad \text{in}_X(x) = \max_{x' \in X} |\omega_X(x', x)|.$$

To see how these maps operate on a network, let $X = \{p, q, r\}$ and consider the weight matrix

$$\Sigma = \begin{pmatrix} 0 & 2 & 3 \\ 0 & 0 & 4 \\ 0 & 0 & 5 \end{pmatrix}.$$ 

The network corresponding to this matrix is shown in Figure 7. We ascertain the
The out map applied to each node yields the greatest weight of an arrow leaving the node, and the in map returns the greatest weight entering the node.

Following directly from the matrix:

\[
\begin{align*}
\text{out}_X(p) &= 3 & \text{in}_X(p) &= 1 \\
\text{out}_X(q) &= 4 & \text{in}_X(q) &= 2 \\
\text{out}_X(r) &= 5 & \text{in}_X(r) &= 5.
\end{align*}
\]

So the out map returns the maximum (absolute) value in each row, and the in map pulls out the maximum (absolute) value in each column of the weight matrix. As in the preceding example, we may use the Hausdorff distance to compare the images of networks under the out and in maps.

Constructions similar to out and in have been used by Jon Kleinberg to study the problem of searching the World Wide Web for user-specified queries [50]. In Kleinberg’s model, for a search query \( \sigma \), hubs are pages that point to highly \( \sigma \)-relevant pages (compare to out.), and authorities are pages that are pointed to by pages that have a high \( \sigma \)-relevance (compare to in.). Good hubs determine good authorities, and good authorities turn out to be good search results.

**Example 37** (min-out and min-in). Define the maps \( m^{\text{out}} : \mathcal{CN} \to \mathbb{R} \) and \( m^{\text{in}} : \mathcal{CN} \to \mathbb{R} \) by

\[
\begin{align*}
\text{out}^m(X, \omega_X) &= \min_{x \in X} \text{out}_X(x) & \text{for all } (X, \omega_X) \in \mathcal{CN} \\
\text{in}^m(X, \omega_X) &= \min_{x \in X} \text{in}_X(x) & \text{for all } (X, \omega_X) \in \mathcal{CN}.
\end{align*}
\]

Then both \( m^{\text{in}} \) and \( m^{\text{out}} \) are \( \mathbb{R} \)-invariants. We take the minimum when defining \( m^{\text{out}}, m^{\text{in}} \) because for any network \( (X, \omega_X) \), we have \( \max_{x \in X} \text{out}_X(x) = \max_{x \in X} \text{in}_X(x) = \text{diam}(X) \). Also observe that the minima are achieved above because \( X \) is compact.

**Proposition 38.** The maps out, in, tr, spec, and spec* are \( \mathcal{P}(\mathbb{R}) \)-invariants. Similarly, diam, \( m^{\text{out}} \), and \( m^{\text{in}} \) are \( \mathbb{R} \)-invariants.

We introduce some notation before presenting the next invariant. For a sequence \( (x_i)_{i=1}^n \) of nodes in a network \( X \), we will denote the associated weight matrix by \( (\omega_X(x_i, x_j))_{i,j=1}^n \). Entry \((i, j)\) of this matrix is simply \( \omega_X(x_i, x_j) \).

**Definition 18** (Motif sets). For each \( n \in \mathbb{N} \) and each \( X \in \mathcal{CN} \), define \( \Psi_X^n : X^n \to \mathbb{R}^{n \times n} \) to be the map \((x_1, \ldots, x_n) \mapsto (\omega_X(x_i, x_j))_{i,j=1}^n \). Note that \( \Psi_X^n \) is simply a map that sends each sequence of length \( n \) to its corresponding weight matrix. Let \( C(\mathbb{R}^{n \times n}) \) denote the closed subsets of \( \mathbb{R}^{n \times n} \). Then let \( M_n : \mathcal{CN} \to C(\mathbb{R}^{n \times n}) \) denote the map defined by

\[
(X, \omega_X) \mapsto \{ \Psi_X^n(x_1, \ldots, x_n) : x_1, \ldots, x_n \in X \}.
\]
We refer to $M_n(X)$ as the $n$-motif set of $X$. Notice that the image of $M_n$ is closed in $\mathbb{R}^{n \times n}$ because each coordinate is the continuous image of the compact set $X \times X$ under $\omega_X$, hence the image of $M_n$ is compact in $\mathbb{R}^{n \times n}$ and hence closed.

Notice that for $X \in \mathcal{F}$ and for a fixed $n \in \mathbb{N}$, the set $M_n(X)$ is a finite subset of $\mathbb{R}^{n \times n}$. The interpretation is that $M_n(X)$ is a bag containing all the motifs of $X$ that one can form by looking at all subnetworks of size $n$ (with repetitions).

**Example 39.** For the networks from Example 1, we have $M_1(N_2(\Omega)) = \{\alpha, \beta\}$ and $M_2(N_2(\Omega)) = \{(\alpha \beta \alpha), (\beta \alpha \beta), (\alpha \beta \gamma), (\beta \alpha \gamma)\}$, $M_2(N_1(\alpha)) = \{(\alpha \alpha \beta)\}$.

**Remark 40.** Our definition of motif sets is inspired by a definition made by Gromov, termed “curvature classes,” in the context of compact metric spaces [42, 3.27].

**Definition 19 (Motif sets are metric space valued invariants).** Our use of motif sets is motivated by the following observation, which appeared in [61, Section 5]. For any $n \in \mathbb{N}$, let $\mathcal{C}(\mathbb{R}^{n \times n})$ denote the set of closed subsets of $\mathbb{R}^{n \times n}$. Under the Hausdorff distance induced by the $\ell^\infty$ metric on $\mathbb{R}^{n \times n}$, this set becomes a valid metric space [7, Proposition 7.3.3]. The motif sets defined in Definition 18 define a metric space valued invariant as follows: for each $n \in \mathbb{N}$, let $M_n : \mathcal{CN} \rightarrow \mathcal{C}(\mathbb{R}^{n \times n})$ be the map $X \mapsto M_n(X)$. We call this the **motif set invariant**. So for $(X, \omega_X), (Y, \omega_Y) \in \mathcal{CN}$, for each $n \in \mathbb{N}$, we let $(Z, d_Z) = (\mathbb{R}^{n \times n}, \ell^\infty)$ and consider the following distance between the $n$-motif sets of $X$ and $Y$:

$$d_n(M_n(X), M_n(Y)) := d_H^Z(M_n(X), M_n(Y)).$$

Since $d_H$ is a proper distance between closed subsets, $d_n(M_n(X), M_n(Y)) = 0$ if and only if $M_n(X) = M_n(Y)$.

**4.1. Quantitative stability of invariants of networks.** Let $(V, d_V)$ be a given pseudometric space. The $V$-valued invariant $\iota : \mathcal{CN} \rightarrow V$ is said to be **quantitatively stable** if there exists a constant $L > 0$ such that

$$d_V(\iota(X), \iota(Y)) \leq L \cdot d_{\mathcal{CN}}(X, Y)$$

for all networks $X$ and $Y$. The least constant $L$ such that the above holds for all $X, Y \in \mathcal{CN}$ is the Lipschitz constant of $\iota$ and is denoted $L(\iota)$.

Note that by identifying a non-constant quantitatively stable $V$-valued invariant $\iota$, we immediately obtain a lower bound for the $d_{\mathcal{CN}}$ distance between any two compact networks $(X, \omega_X)$ and $(Y, \omega_Y)$. Furthermore, given a finite family $\iota_\alpha : \mathcal{CN} \rightarrow V, \alpha \in A$, of non-constant quantitatively stable invariants, we may obtain the following lower bound for the distance between compact networks $X$ and $Y$:

$$d_{\mathcal{CN}}(X, Y) \geq \left( \max_{\alpha \in A} L(\iota_\alpha) \right)^{-1} \max_{\alpha \in A} d_V(\iota_\alpha(X), \iota_\alpha(Y)).$$

It is often the case that computing $d_V(\iota(X), \iota(Y))$ is substantially simpler than computing the $d_{\mathcal{CN}}$ distance between $X$ and $Y$ (which leads to a possibly NP-hard problem). The invariants described in the previous section are quantitatively stable.

**Proposition 41.** The invariants $\text{diam}, \text{tr}, \text{out}, \text{in}, m^\text{out}$, and $m^\text{in}$ are quantitatively stable, with Lipschitz constant $L = 2$.

**Example 42.** Proposition 41 provides simple lower bounds for the $d_{\mathcal{CN}}$ distance between compact networks. One application is the following: for all networks $X$ and $Y$, we have $d_{\mathcal{CN}}(X, Y) \geq \frac{1}{2} \left| \text{diam}(X) - \text{diam}(Y) \right|$. For example, for the networks $X = N_2(\frac{1}{4})$ and $Y = N_k(\frac{1}{2})$ (the...
As a corollary, we get

\[ |X,\omega| = \frac{1}{2} |Y,\omega| = 2, \text{ for all } k \in \mathbb{N}. \]

For another example, consider the weight matrices

\[ \Sigma := \begin{pmatrix} 3 & 2 & 4 \\ 1 & 4 & 3 \end{pmatrix} \quad \text{and} \quad \Sigma' := \begin{pmatrix} 3 & 4 & 2 \\ 3 & 3 & 4 \end{pmatrix}. \]

Let \( X = N_3(\Sigma) \) and \( Y = N_3(\Sigma') \). By comparing the diagonals, we can easily see that \( X \not\iso Y \), but let’s see how the invariants we proposed can help. Note that \( \text{diam}(X) = \text{diam}(Y) = 5 \), so the lower bound provided by diameter \( 2 \cdot \frac{5}{2} - 5 = 0 \) does not help in telling the networks apart. However, \( \text{tr}(X) = \{0, 1, 3\} \) and \( \text{tr}(Y) = \{3, 1, 4\} \), and Proposition 41 then yields

\[ d_N(X,Y) \geq \frac{1}{2} d_H^{\Sigma}(\{0, 1, 3\}, \{1, 3, 4\}) = \frac{1}{2}. \]

Consider now the out and in maps. Note that one has \( \text{out}(X) = \{5, 4\} \), \( \text{out}(Y) = \{4, 5\} \), \( \text{in}(X) = \{3, 5, 4\} \), and \( \text{in}(Y) = \{3, 4, 5\} \). Then \( d_H^{\Sigma}(\text{out}(X), \text{out}(Y)) = 0 \), and \( d_H^{\Sigma}(\text{in}(X), \text{in}(Y)) = 0 \). Thus in both cases, we obtain \( d_N(X,Y) \geq 0 \). So in this particular example, the out and in maps are not useful for obtaining a lower bound to \( d_N(X,Y) \) via Proposition 41.

Now we state a proposition regarding the stability of global and local spectrum invariants. These will be of particular interest for computational purposes as we explain in §5.

**Proposition 43.** Let \( \text{spec}^* \) refer to either the out or in version of local spectrum. Then, for all \( (X,\omega_X), (Y,\omega_Y) \in \mathcal{CN} \) we have

\[
d_N(X,Y) \geq \frac{1}{2} \inf_{R \in \mathbb{R}} \sup_{x,y \in R} d_H^{\Sigma}(\text{spec}_X^*(x), \text{spec}_Y^*(y)) \geq \frac{1}{2} d_H^{\Sigma}(\text{spec}(X), \text{spec}(Y)).
\]

As a corollary, we get \( L(\text{spec}^*) = L(\text{spec}) = 2 \).

**Example 44** (An application of Proposition 43). Consider the networks in Figure 8. By Proposition 43, we may calculate a lower bound for \( d_N(X,Y) \) by simply computing the Hausdorff distance between \( \text{spec}(X) \) and \( \text{spec}(Y) \), and dividing by 2. In this example, \( \text{spec}(X) = \{1, 2\} \) and \( \text{spec}(Y) = \{1, 2, 3\} \). Thus \( d_H^{\Sigma}(\text{spec}(X), \text{spec}(Y)) = 1 \), and \( d_N(X,Y) \geq \frac{1}{2} \).

Computing the lower bound involving local spectra requires solving a bottleneck linear assignment problem over the set of all correspondences between \( X \) and \( Y \). This can be solved in polynomial time; details are provided in §5. The second lower bound stipulates computing the Hausdorff distance on \( \mathbb{R} \) between the (global) spectra of \( X \) and \( Y \) – a computation which can be carried out in (smaller) polynomial time as well.

To conclude this section, we state a theorem asserting that motif sets form a family of quantitatively stable invariants.
**Theorem 45.** For each \( n \in \mathbb{N}, M_n \) is a stable invariant with \( L(M_n) = 2 \).

**Remark 46.** While motif sets are of interest as a quantitatively stable network invariant, they also feature in an interesting reconstruction result on metric spaces. In [42, Section 3.27 3/2], Gromov proved that two compact metric spaces are isometric if and only if their motif sets are equal. It turns out that this reconstruction theorem can be strengthened to hold even in the setting of networks, and the proof utilizes Theorem 45. We will release this result in a future publication.

5. **Computational aspects**

In this section we first discuss some algorithmic details on how to compute the lower bounds for \( d_N \) involving local spectra and then present some computational examples. All networks in this section are assumed to be finite. Our software and datasets are available on https://github.com/fmemoli/PersNet as part of the PersNet software package.

5.1. **The complexity of computing \( d_N \).** By Remark 15 and Proposition 17 we know that in the setting of finite networks, it is possible to obtain an upper bound on \( d_N \), in the case \( \text{card}(X) = \text{card}(Y) \), by using \( \widehat{d}_N \). Solving for \( \widehat{d}_N(X,Y) \) reduces to minimizing the function \( \max_{x,x' \in X} f(\varphi) \) over all bijections \( \varphi \) from \( X \) to \( Y \). Here \( f(\varphi) := \max_{x,x'} |\omega_X(x,x') - \omega_Y(\varphi(x),\varphi(x'))| \). However, this is an instance of an NP-hard problem known as the quadratic bottleneck assignment problem [72]. The structure of the optimization problem induced by \( d_N \) is very similar to that of \( \widehat{d}_N \), so it seems plausible that computing \( d_N \) would be NP-hard as well. This intuition is confirmed in Theorem 47. We remark that similar results were obtained for the Gromov-Hausdorff distance by F. Schmiedl in his PhD thesis [82].

**Theorem 47.** Computing \( d_N \) is NP-hard.

**Proof.** To obtain a contradiction, assume that \( d_N \) is not NP-hard. Let \( X, Y \in \mathcal{FN}_{\text{dis}} \) such that \( \text{card}(X) = \text{card}(Y) \). We write \( \mathcal{R}(X,Y) = R_B \sqcup R_N \), where \( R_B \) consists of correspondences for which the projections \( \pi_X, \pi_Y \) are injective, thus inducing a bijection between \( X \) and \( Y \), and \( R_N = \mathcal{R}(X,Y) \setminus R_B \). Note that for any \( R \in R_N \), there exist \( x, x', y, y' \) such that \( (x,y), (x',y) \in R \), or there exist \( x, y, y' \) such that \( (x,y), (x', y') \in R \). Define \( \Psi : \mathbb{R} \to \mathbb{R} \) by:

\[
\Psi(\zeta) = \begin{cases} 
\zeta + C & : \zeta \neq 0 \\
0 & : \zeta = 0
\end{cases}, \text{ where } 
C = \max_{R \in \mathcal{R}(X,Y)} \text{dis}(R) + 1.
\]

For convenience, we will write \( \Psi(X), \Psi(Y) \) to mean \( (X, \Psi \circ \omega_X) \) and \( (Y, \Psi \circ \omega_Y) \) respectively. We will also write:

\[
\text{dis}_\Psi(R) := \max_{(x,y),(x',y') \in R} |\Psi(\omega_X(x,x')) - \Psi(\omega_Y(y,y'))|.
\]

Consider the problem of computing \( d_N(\Psi(X), \Psi(Y)) \). First observe that for any \( R \in R_B \), we have \( \text{dis}(R) = \text{dis}_\Psi(R) \). To see this, let \( R \in R_B \). Let \( (x,y), (x',y') \in R \), and note that \( x \neq x', y \neq y' \). Then:

\[
|\Psi(\omega_X(x,x')) - \Psi(\omega_Y(y,y'))| = |\omega_X(x,x') + C - \omega_Y(y,y') - C| = |\omega_X(x,x') - \omega_Y(y,y')|.
\]

Since \( (x,y), (x',y') \) were arbitrary, it follows that \( \text{dis}(R) = \text{dis}_\Psi(R) \). This holds for all \( R \in R_B \).
On the other hand, let $R \in R_N$. By a previous observation, we assume that there exist $x, x', y$ such that $(x, y), (x', y) \in R$. For such a pair, we have:

$$|\Psi(\omega_X(x, x')) - \Psi(\omega_Y(y, y))| = |\omega_X(x, x') + C - 0| \geq \max_{S \in \mathcal{Q}(X,Y)} \text{dis}(S) + 1.$$  

It follows that $\text{dis}_R(R) > \text{dis}_S(S)$, for any $S \in R_B$. Hence:

$$d_N(\Psi(X), \Psi(Y)) = \frac{1}{2} \min_{R \in \mathcal{Q}(X,Y)} \text{dis}_R(R) = \frac{1}{2} \min_{R \in R_B} \text{dis}_R(R) = \frac{1}{2} \min_{\varphi} \text{dis}(\varphi), \text{ where } \varphi \text{ ranges over bijections } X \to Y$$

$$= \hat{d}_N(X, Y).$$

It is known (see Remark 48 below) that computing $\hat{d}_N$ is NP-hard. But the preceding calculation shows that $\hat{d}_N$ can be computed through $d_N$, which, by assumption, is not NP-hard. This is a contradiction. Hence $d_N$ is NP-hard. \hfill \square

Remark 48. We can be more precise about why computing $\hat{d}_N$ is a case of the QBAP. Let $X = \{x_1, \ldots, x_n\}$ and let $Y = \{y_1, \ldots, y_n\}$. Let $\Pi$ denote the set of all $n \times n$ permutation matrices. Note that any $\pi \in \Pi$ can be written as $\pi = (\pi_{i,j})_{i,j=1}^n$, where each $\pi_{i,j} \in \{0, 1\}$. Then $\sum_{i} \pi_{i,j} = 1$ for any $i$, and $\sum_{j} \pi_{i,j} = 1$ for any $j$. Computing $\hat{d}_N$ now becomes:

$$\hat{d}_N(X,Y) = \frac{1}{2} \min_{\pi \in \Pi} \max_{1 \leq i, k, l, m \leq n} \Gamma_{ijkl} \pi_{ij} \pi_{kl}, \text{ where } \Gamma_{ijkl} = |\omega_X(x_i, x_k) - \omega_Y(y_j, y_l)|.$$  

This is just the QBAP, which is known to be NP-hard [8].

5.2. Lower bounds and an algorithm for computing minimum matchings. Lower bounds for $d_N$ involving the comparison of local spectra of two networks such as those in Proposition 43 require computing the minimum of a functional $J(R) := \max_{(x, y) \in R} C(x, y)$ where $C : X \times Y \to \mathbb{R}_+$ is a given cost function and $R$ ranges in $\mathcal{R}(X,Y)$. This is an instance of a bottleneck linear assignment problem (or LBAP) [8]. We remark that the current instance differs from the standard formulation in that one is now optimizing over correspondences and not over permutations. Hence the standard algorithms need to be modified.

Assume $n = \text{card}(X)$ and $m = \text{card}(Y)$. In this section we adopt matrix notation and regard $R$ as a matrix $(r_{i,j}) \in \{0, 1\}^{n \times m}$. The condition $R \in \mathcal{R}(X,Y)$ then requires that $\sum_{i} r_{i,j} \geq 1$ for all $j$ and $\sum_{j} r_{i,j} \geq 1$ for all $i$. We denote by $C = (c_{i,j}) \in \mathbb{R}_+^{n \times m}$ the matrix representation of the cost function $C$ described above. With the goal of identifying a suitable algorithm, the key observation is that the optimal value $\min_{R \in \mathcal{R}} J(R)$ must coincide with a value realized in the matrix $C$.

An algorithm with complexity $O(n^2 \times m^2)$ is the one in Algorithm 1 (we give it in Matlab pseudo-code). The algorithm belongs to the family of thresholding algorithms for solving matching problems over permutations, see [8]. Notice that $R$ is a binary matrix and that procedure TestCorrespondence has complexity $O(n \times m)$. In the worst case, the matrix $C$ has $n \times m$ distinct entries, and the while loop will need to exhaustively test them all, hence the claimed complexity of $O(n^2 \times m^2)$. Even though a more efficient version (with complexity $O((n \times m) \log(n \times m))$ can
be obtained by using a bisection strategy on the range of possible values contained in the matrix $C$
(in a manner similar to what is described for the case of permutations in [8]), here for clarity we
limit our presentation to the version detailed above.

**Algorithm 1** MinMax matching

```plaintext
1:  procedure MINMAXMATCH(C)
2:     $v = \text{sort(unique}(C(:,)));$
3:     $k = 1;$
4:     while $\sim$ done do
5:         $c = v(k);$ 
6:         $R = (C <= c);$ 
7:         done = TESTCORRESPONDENCE(R); 
8:         $k = k + 1;$
9:  return $c$
10: procedure TESTCORRESPONDENCE(R)
11:     done = prod(sum(R))$\times$prod(sum(R')) > 0;
12: return done
```

5.3. **Computational example: randomly generated networks.** As a first application of our ideas
we generated a database of weighted directed networks with different numbers of “communities”
and different total cardinalities using the software provided by [32]. Using this software, we
generated 35 random networks as follows: 5 networks with 5 communities and 200 nodes each
(class $c5-n200$), 5 networks with 5 communities and 100 nodes each (class $c5-n100$), 5 networks
with 4 communities and 128 nodes each (class $c4-n128$), 5 networks with 2 communities and
20 nodes each (class $c2-n20$), 5 networks with 1 community and 50 nodes each (class $c1-n50$),
and 10 networks with 1 community and 128 nodes each (class $c1-n128$). In order to make the
comparison more realistic, as a preprocessing step we divided all the weights in each network by the
diameter of the network. In this manner, discriminating between networks requires differentiating
their structure and not just the scale of the weights. Note that the (random) weights produced by the
software [32] are all non-negative.

Using a Matlab implementation of Algorithm 1 we computed a $35 \times 35$ matrix of values
corresponding to a lower bound based simultaneously on both the in and out local spectra. This
strengthening of Proposition 43 is stated below.

**Proposition 49.** For all $X, Y \in F\mathcal{N}$,

$$d_N(X, Y) \geq \frac{1}{2} \min_{R \in \mathbb{R}^+} \max_{(x,y) \in R} C(x,y),$$

where

$$C(x,y) = \max \left( d_H^{\text{in}}(\text{spec}^{\text{in}}_X(x), \text{spec}^{\text{in}}_Y(y)), d_H^{\text{out}}(\text{spec}^{\text{out}}_X(x), \text{spec}^{\text{out}}_Y(y)) \right).$$

This bound follows from Proposition 43 by the discussion at the beginning of §4.1.

The results are shown in the form of the lower bound matrix and its single linkage dendrogram
in Figures 9 and 10, respectively. Notice that the labels in the dendrogram permit ascertaining the
quality of the classification provided by the local spectra bound. With only very few exceptions,
networks with similar structure (same number of communities) were clustered together regardless of
their cardinality. Notice furthermore how networks with 4 and 5 communities merge together before
merging with networks with 1 and 2 communities, and vice versa. For comparison, we provide
details about the performance of the global spectra lower bound on the same database in Figures 10
Figure 9. Lower bound matrix arising from matching local spectra on the database of community networks. The labels indicate the number of communities and the total number of nodes. Results correspond to using local spectra as described in Proposition 49.

The results are clearly inferior to those produced by the local version, as predicted by the inequality in Proposition 43.

5.4. Computational example: simulated hippocampal networks. A natural observation about humans is that as they navigate an environment, they produce “mental maps” which enable them to recall the features of the environment at a later time. This is also true for other animals with higher cognitive function. In the neuroscience literature, it is accepted that the hippocampus in an animal’s brain is responsible for producing a mental map of its physical environment [3, 6]. More specifically, it has been shown that as a rat explores a given environment, specific physical regions (“place fields”) become linked to specific “place cells” in the hippocampus [70, 71]. Each place cell shows a spike in neuronal activity when the rat enters its place field, accompanied by a drop in activity as the rat goes elsewhere. In order to understand how the brain processes this data, a natural question to ask is the following: Is the time series data of the place cell activity, often referred to as “spike trains”, enough to recover the structure of the environment?

Approaches based on homology [22] and persistent homology [23] have shown that the preceding question admits a positive answer. We were interested in determining if, instead of computing homology groups, we could represent the time series data as networks, and then apply our invariants
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**Figure 10.** Single linkage dendrogram corresponding to the database of community networks. The labels indicate the number of communities and the total number of nodes. Results correspond to using local spectra as described in Proposition 49.

to distinguish between different environments. Our preliminary results on simulated hippocampal data indicate that such may be the case.

In our experiment, there were two environments: (1) a square of side length $L$, and (2) a square of side length $L$, with a disk of radius $0.33L$ removed from the center. In what follows, we refer to the environments of the second type as 1-hole environments, and those of the first type as 0-hole environments. For each environment, a random-walk trajectory of 5000 steps was generated, where the agent could move above, below, left, or right with equal probability. If one or more of these moves took the agent outside the environment (a disallowed move), then the probabilities were redistributed uniformly among the allowed moves. The length of each step in the trajectory was $0.1L$.

In the first set of 20 trials for each environment, 200 place fields of radius $0.1L$ were scattered uniformly at random. In the next two sets, the place field radii were changed to $0.2L$ and $0.05L$. This produced a total of 60 trials for each environment. For each trial, the corresponding network $(X, \omega_X)$ was constructed as follows: $X$ consisted of 200 place cells, and for each $1 \leq i, j \leq 200$, the weight $\omega_X(x_i, x_j)$ was given by:

$$\omega_X(x_i, x_j) = 1 - \frac{\# \text{ times cell } x_j \text{ spiked in a window of five time units after cell } x_i \text{ spiked}}{\# \text{ times cell } x_j \text{ spiked}}.$$  

The results of applying the local spectra lower bound are shown in Figures 14, 15 and 16. The labels env-0, env-1 correspond to 0 and 1-hole environments, respectively. Note that with some exceptions, networks corresponding to the same environment are clustered together, regardless of place field radius. Finally, in Figure 13 we present the single linkage dendrogram obtained from...
comparing all 120 networks together. In light of these results, we are interested in seeing how these methods can applied to other time series data arising from biology.

As a final remark, we note that it is possible to obtain better clustering on the hippocampal network dataset by using $d_N$-invariants that arise from persistent homology. We refer the reader to [17] for details.

6. COMPARISON OF $d_N$ WITH THE CUT METRIC ON GRAPHS

In our work throughout this paper, we have developed the theoretical framework of a certain notion of network distance that has proven to be useful for applying methods from the topological data analysis literature to network data. In each of these applications, networks were modeled as generalizations of metric spaces, and so the appropriate notion of network distance turned out to be a generalization of the Gromov-Hausdorff distance between compact metric spaces. However, an alternative viewpoint would be to model networks as weighted, directed graphs. From this perspective, a well-known metric on the space of all graphs is the cut metric [57, 4]. In particular, it is known that the completion of the space of all graphs with respect to the cut metric is compact [57, p. 149]. An analogous result is known for the network distance, and we will establish it in a forthcoming publication. It turns out that there are other structural similarities between the cut metric and the network distance. In this section, we will develop an interpretation of an $\ell^\infty$
version of the cut metric in the setting of compact metric spaces, and show that it agrees with the Gromov-Hausdorff distance in this setting.

6.1. The cut distance between finite graphs. Let $G = (V, E)$ denote a vertex-weighted and edge-weighted graph on a vertex set $V = \{1, 2, \ldots, n\}$. Let $\alpha_i$ denote the weight of node $i$, with the assumption that each $\alpha_i \geq 0$, and $\sum_i \alpha_i = 1$. Let $\beta_{ij} \in \mathbb{R}$ denote the weight of edge $ij$. For any $S, T \subseteq V$, define:

$$e_G(S, T) := \sum_{s \in S, t \in T} \alpha_s \alpha_t \beta_{st}.$$ 

Note for future reference that one may regard $e_G$ as a function from $\mathcal{P}(V) \times \mathcal{P}(V)$ into $\mathbb{R}$, where $\mathcal{P}(S)$ denotes the nonempty elements of the power set of a set $S$.

Let $A$ be an $n \times n$ matrix of real numbers. Some classical norms include the $\ell^1$ norm $\|A\|_1 = n^{-2} \sum_{i, j=1}^{n} |A_{ij}|$, the $\ell_2$ norm $\|A\|_2 = (n^{-2} \sum_{i, j=1}^{n} |A_{ij}|^2)^{1/2}$, and the $\ell^\infty$ norm $\|A\|_{\infty} = \max_{i,j} |A_{ij}|$. Note that the $n^{-2}$ term is included for normalization.

The cut norm of $A$ is defined as

$$\|A\|_\square := \frac{1}{n^2} \max_{S,T \subseteq \{1, \ldots, n\}} \left| \sum_{s \in S, t \in T} A_{ij} \right|.$$

The cut metric or cut distance is defined between weighted graphs on the same node set $V = \{1, 2, \ldots, n\}$ as

$$\delta_\square(G, G') := \max_{S, T \subseteq V} \left| e_G(S, T) - e_{G'}(S, T) \right|.$$
Figure 13. Single linkage dendrogram corresponding to 120 hippocampal networks of place field radii $0.05L$, $0.1L$, and $0.2L$. Results are based on the local spectrum lower bound of Proposition 49.
Next we consider weighted graphs with different numbers of nodes. Let $G, G'$ be graphs on $n$ and $m$ nodes respectively, with node weights $(\alpha_i)_{i=1}^n$, $(\alpha'_i)_{i=1}^m$, and edge weights $(\beta_{ij})_{i,j=1}^n, (\beta'_{kl})_{k,l=1}^m$, respectively. A fractional overlay is a non-negative $n \times m$ matrix $W$ such that

$$\sum_{i=1}^n W_{ik} = \alpha'_k \text{ for } 1 \leq k \leq m, \text{ and } \sum_{k=1}^m W_{ik} = \alpha_i \text{ for } 1 \leq i \leq n.$$  

Define $W(G, G')$ to be the set of all fractional overlays between $G$ and $G'$. Let $W \in W(G, G')$. Consider the graphs $G(W), G'(W)$ on the node set $\{ (i, k) : i \leq n, k \leq m, i, k \in \mathbb{N} \}$ defined in the following way: node $(i, k)$ carries weight $W_{ik}$ in both $G(W), G'(W)$, edge $((i, k), (j, l))$ carries weight $\beta_{ij}$ in $G(W)$ and $\beta'_{kl}$ in $G'(W)$. Then the cut distance becomes

$$d_{\Box}(G, G') := \min_{W \in W(G, G')} \delta_{\Box}(G(X), G'(X)). \quad (\star)$$

### 6.2. The cut distance and the Gromov-Hausdorff distance

In our interpretation, a fractional overlay is analogous to a correspondence, as defined in §2. We define correspondences between networks, but a similar definition can be made for metric spaces, and in the case of finite metric spaces, a correspondence can be regarded as a binary matrix. Since correspondences are used to define the Gromov-Hausdorff distance between compact metric spaces, and our definition of network distance is motivated by GH distance, we would like to reinterpret the cut distance in the setting of compact metric spaces. Our goal is to show that in this setting, a certain analogue of the cut distance agrees with the GH distance.

For any compact metric space $(X, d_X)$, let $\mathcal{P}(X)$ denote the nonempty elements of the power set of $X$, and let $e_X$ be any $\mathbb{R}_+^+$-valued function defined on $\mathcal{P}(X) \times \mathcal{P}(X)$. In analogy with the definition of $e_G$ for graphs, one would like $e_X$ to absorb information about the metric $d_X$ on $X$.

Given a subset $R \subseteq X \times Y$, let $\pi_1$ and $\pi_2$ denote the canonical projections to the $X$ and $Y$ coordinates, respectively. Let $\Xi$ denote the map that takes a compact metric space $(X, d_X)$ and returns a function $e_X : \mathcal{P}(X) \times \mathcal{P}(X) \to \mathbb{R}$. We impose the following two conditions on the assignment $d_X \mapsto e_X$ induced by the map $\Xi$:

1. For all $x, x' \in X$,
   \[ \Xi(d_X)(\{x\}, \{x'\}) = d_X(x, x'). \quad (\#_1) \]
   Thus $e_X = \Xi(d_X)$ and $d_X$ agree on singleton sets.

2. For all $T, S \subseteq X \times Y$,
   \[ |\Xi(d_X)(\pi_1(T), \pi_1(S)) - \Xi(d_Y)(\pi_2(T), \pi_2(S))| \leq \max_{t \in T, s \in S} |d_X(\pi_1(t), \pi_1(s)) - d_Y(\pi_2(t), \pi_2(s))|. \quad (\#_2) \]

The latter of the two conditions above can be viewed as a continuity condition.

**Example 50.** Some natural candidates for the assignment $d_X \mapsto e_X$ which satisfy the two conditions above are:

- $\Xi^H$ such that $e_X(A, B) = d^H_X(A, B)$, the Hausdorff distance,

- $\Xi^{\max}$ such that $e_X(A, B) = \sup_{a \in A, b \in B} d_X(a, b),$

- $\Xi^{\min}$ such that $e_X(A, B) = \inf_{a \in A, b \in B} d_X(a, b).$

It is clear that all these satisfy $(\#_1)$. In Proposition 52 we prove that they satisfy condition $(\#_2)$. 

An analogue of the cut distance (\(\ast\)) in the setting of compact metric spaces is the following.

**Definition 20** (An analogue of the cut distance for compact metric spaces). Let \(\Xi\) be any map satisfying (\#1) and (\#2). Then for compact metric spaces \(X\) and \(Y\), define

\[
d_{\Xi}^e(X,Y) := \frac{1}{2} \inf_{R} \sup_{S,T \subseteq R} \left| \Xi(d_X(d_1(T), \pi_1(S)) - \Xi(d_Y(d_2(T), \pi_2(S))) \right|
\]

where \(R\) ranges over correspondences between \(X\) and \(Y\), and \(\pi_1, \pi_2\) are the canonical projections from \(X \times Y\) onto \(X\) and \(Y\) respectively. We include the coefficient \(2^{-1}\) to make comparison with \(d_{GH}\) simpler. We claim that this interpretation of \(d_{\Xi}^e\) is identical to \(d_{GH}\).

Note that one definition of the Gromov-Hausdorff distance for compact metric spaces [7, Theorem 7.3.25] is the following:

\[
d_{GH}(X,Y) = \frac{1}{2} \inf_{R \in \mathcal{R}(X,Y)} \sup_{(x,y),(x',y') \in R} |d_X(x,x') - d_Y(y,y')|.
\]

We also make the following definitions for distortion:

\[
d_{ GH}(R) = \sup_{(x,y),(x',y') \in R} |d_X(x,x') - d_Y(y,y')|,
\]

\[
d_{\Xi}^e(R) = \sup_{S,T \subseteq R} |\Xi(d_X(\pi_1 T, \pi_1 S) - \Xi(d_Y(\pi_2 T, \pi_2 S))|.
\]

**Proposition 51.** For all compact metric spaces \(X, Y\) and any assignment \(\Xi\) satisfying (\#1) and (\#2) above, one has \(d_{GH}(X,Y) = d_{\Xi}^e(X,Y)\).

**Proof of Proposition 51.** Write \(e_X = \Xi(d_X)\) and \(e_Y = \Xi(d_Y)\). Let \(R \in \mathcal{R}(X,Y)\). In computing \(d_{GH}(R)\), we take the supremum over all subsets of \(R\), including singletons. Since \(e_X\) (resp. \(e_Y\)) agrees with \(d_X\) (resp. \(d_Y\)) on singletons, it follows that \(d_{GH}(R) \leq d_{\Xi}^e(R)\). Thus \(d_{GH} \leq d_{\Xi}^e\).

We now need to show \(d_{\Xi}^e \leq d_{GH}\).

Let \(\eta > 0\) such that \(d_{GH}(X,Y) < \eta\). Then, by one of the characterizations of \(d_{GH}\) [7, Chapter 7], there exists a joint-metric \(\delta\) defined on \(X \sqcup Y\) and a correspondence \(R\) such that \(\delta(x,y) < \eta\) for all \((x,y) \in R\). In particular, \(\delta\) agrees with \(d_X\) and \(d_Y\) when restricted to the appropriate spaces. Now we have

\[
d_{\Xi}^e(R) = \sup_{T,S \subseteq R} |e_X(\pi_1 T, \pi_1 S) - e_Y(\pi_2 T, \pi_2 S)|
\leq \sup_{T,S \subseteq R} \sup_{T \subseteq T', S \subseteq S} |d_X(\pi_1 T, \pi_1 S) - d_Y(\pi_2 T, \pi_2 S)|
= \sup_{T,S \subseteq R} \sup_{T \subseteq T', S \subseteq S} |\delta(\pi_1 T, \pi_1 S) - \delta(\pi_2 T, \pi_2 S)|
\]

By the triangle inequality, we have the following for any \(t \in T\) and \(s \in S\):

\[
|\delta(\pi_1 t, \pi_1 s) - \delta(\pi_2 t, \pi_2 s)| \leq |\delta(\pi_1 t, \pi_1 s) - \delta(\pi_1 s, \pi_2 t)|
+ |\delta(\pi_1 s, \pi_2 t) - \delta(\pi_2 t, \pi_2 s)|
\leq |\delta(\pi_1 t, \pi_2 t)| + |\delta(\pi_1 s, \pi_2 s)|
< \eta + \eta = 2\eta.
\]

Thus we conclude

\[
d_{\Xi}^e(R) \leq 2\eta.
\]

This shows \(d_{\Xi}^e(X,Y) \leq \eta\), and so \(d_{\Xi}^e(X,Y) \leq d_{GH}(X,Y)\). So we conclude \(d_{GH}(X,Y) = d_{\Xi}^e(X,Y)\), under the assumptions made in this discussion.
**Proposition 52.** Each of the maps $\Xi^{\min}, \Xi^{\max},$ and $\Xi^H$ satisfies condition $(\#_2)$.

**Proof.** We only give details for $\Xi^H$. The argument for the other cases is similar. Let $X, Y$ be compact metric spaces, and let $T, S \subseteq X \times Y$. First we recall the Hausdorff distance between two closed subsets $E, F \subseteq X$:

$$d_H^X(E, F) = \max \left\{ \sup_{e \in E} \inf_{f \in F} d_X(e, f), \sup_{f \in F} \inf_{e \in E} d_X(e, f) \right\}.$$ 

So $d_H^X$ between two sets in $X$ is written as a max of two numbers $a$ and $b$, and we have the general result

$$| \max(a, b) - \max(a', b') | \leq \max(|a - a'|, |b - b'|).$$

Another general result about “calculating” with sup is that $| \sup f - \sup g | \leq \sup |f - g|$ for real valued functions $f$ and $g$. Both these properties are consequences of the triangle inequality, and we use them here:

$$|d_H^X(\pi_1(T), \pi_1(S)) - d_H^Y(\pi_2(T), \pi_2(S))| = |\max(a, b) - \max(a', b')|$$

$$\leq \max(|a - a'|, |b - b'|), \text{ where}$$

$$a = \sup_{t \in T} \inf_{s \in S} d_X(\pi_1(t), \pi_1(s))$$

$$a' = \sup_{t \in T} \inf_{s \in S} d_Y(\pi_2(t), \pi_2(s))$$

$$b = \sup_{s \in S} \inf_{t \in T} d_X(\pi_1(t), \pi_1(s))$$

$$b' = \sup_{s \in S} \inf_{t \in T} d_Y(\pi_2(t), \pi_2(s))$$

We consider only one of the terms $|a - a'|$; the other term can be treated similarly.

$$|a - a'| = |\sup_{t \in T} \inf_{s \in S} d_X(\pi_1(t), \pi_1(s)) - \sup_{t \in T} \inf_{s \in S} d_Y(\pi_2(t), \pi_2(s))|$$

$$\leq \sup_{t \in T} |\inf_{s \in S} d_X(\pi_1(t), \pi_1(s)) - \inf_{s \in S} d_Y(\pi_2(t), \pi_2(s))|$$

$$\leq \sup_{t \in T} |d_X(\pi_1(t), \pi_1(s)) - d_Y(\pi_2(t), \pi_2(s))|.$$  

The same bound holds for $|b - b'|$. Thus $d_H$ satisfies condition $(\#_2)$, as claimed. \hfill $\square$

7. **Discussion**

We introduced a model for the space of all networks, and defined two notions of weak isomorphism (Types I and II) between any two networks. We saw immediately that the two types coincide for finite networks, and observed that it is non-trivial to verify that they coincide for compact networks. We proposed a notion of distance compatible with Type II weak isomorphism and verified that our definition actually does induce a (pseudo)metric. In the latter part of the paper, we proved sampling theorems by which one may approximate compact networks, and verified that weak isomorphism of Types I and II coincide for compact networks. To motivate the sampling theorem, we first constructed an explicit example of a compact, asymmetric network—the directed circle—and also provided an explicit family of finite dissimilarity networks that approximate the directed circle up to arbitrary precision.

We constructed multiple quantitatively stable invariants, with examples illustrating their behavior, and quantified their stability. We also returned to the question of computing $d\mathcal{N}(X, Y)$ explicitly,
and proved that one way is to compute the related quantity \( \hat{d}_N \). Later in the paper, we observed that this is an instance of the quadratic bottleneck assignment problem, which is NP-hard, and proved that computing \( d_N \) is NP-hard as well.

We also compared \( d_N \) with an \( \ell^\infty \) version of the cut metric on graphs. The cut metric is a notion of distance between graphs which has been used for studying the convergence of sequences of graphs to continuous objects. We carried out this comparison in the context of compact metric spaces where \( d_N \) boils down to the Gromov-Hausdorff distance and proved that the \( \ell^\infty \) version of the cut metric agrees with \( d_N \) for a large family of parameters.

Finally, we provided an algorithm of complexity \( O(n^2 \times m^2) \) that uses local spectra to compute a lower bound for \( d_N \), and illustrated our constructions on: (1) a database of random networks with different numbers of nodes and varying community structures, and (2) simulated hippocampal networks with the same number of nodes, where the weights on the networks are assumed to capture a certain notion of shape in the data. We also provided Matlab code and datasets for applying our methods as part of the PersNet software package (https://github.com/fmemoli/PersNet).

**Further results.** This paper is the first in a series of two papers (the other being [18]) laying out the theoretical foundations of the network distance \( d_N \). We briefly advertise some of the other results regarding \( d_N \) that we have released in [18]. It turns out that the space of weak isomorphism classes of compact networks is complete, i.e. any Cauchy sequence of compact networks converges to a compact network. The space \( \mathcal{N} \) admits rich classes of precompact families, which gives us an idea about its topological complexity. Moreover, this space is geodesic, and geodesics between two points need not be of a unique form. The motif sets that we established as invariants return to feature in a very interesting reconstruction theorem: two compact networks (satisfying some additional assumptions) are weakly isomorphic if and only if they have the same \( n \)-motif sets, for all \( n \in \mathbb{N} \). Finally, we close the arc that began with strong isomorphism in the following theorem: two compact networks (satisfying some additional assumptions) are weakly isomorphic if and only if they contain some essential substructures that are strongly isomorphic.
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**APPENDIX A. PROOFS**

**Proof of Proposition 10.** The case for Type I weak isomorphism is similar to that of Type II, so we omit it. For Type II weak isomorphism, the reflexive and symmetric properties are easy to see, so we only provide details for verifying transitivity. Let \( A, B, C \in \mathcal{N} \) be such that \( A \cong_w B \) and \( B \cong_w C \). Let \( \varepsilon > 0 \), and let \( P, S \) be sets with surjective maps \( \varphi_A : P \to A, \varphi_B : P \to B, \psi_B : S \to B, \psi_C : S \to C \) such that:

\[
\begin{align*}
|\omega_A(\varphi_A(p), \varphi_A(p')) - \omega_B(\varphi_B(p), \varphi_B(p'))| &< \varepsilon/2 & \text{for each } p, p' \in P, \text{ and} \\
|\omega_B(\psi_B(s), \psi_B(s')) - \omega_C(\psi_C(s), \psi_C(s'))| &< \varepsilon/2 & \text{for each } s, s' \in S.
\end{align*}
\]

Next define \( T := \{(p, s) \in P \times S : \varphi_B(p) = \psi_B(s)\} \).

**Claim 5.** The projection maps \( \pi_P : T \to P \) and \( \pi_S : T \to S \) are surjective.

**Proof.** Let \( p \in P \). Then \( \varphi_B(p) \in B \), and since \( \psi_B : S \to B \) is surjective, there exists \( s \in S \) such that \( \psi_B(s) = \varphi_B(p) \). Thus \( (p, s) \in T \), and \( \pi_P(p, s) = p \). This suffices to show that \( \pi_P : T \to P \) is a surjection. The case for \( \pi_S : T \to S \) is similar. \( \blacksquare \)

It follows from the preceding claim that \( \varphi_A \circ \pi_P : T \to A \) and \( \psi_C \circ \pi_S : T \to C \) are surjective. Next let \( (p, s), (p', s') \in T \). Then,

\[
\begin{align*}
|\omega_A(\varphi_A(\pi_P(p, s)), \varphi_A(\pi_P(p', s'))) - \omega_C(\psi_C(\pi_S(p, s)), \psi_C(\pi_S(p', s')))| \\
&= |\omega_A(\varphi_A(p), \varphi_A(p')) - \omega_C(\psi_C(s), \psi_C(s'))| \\
&= |\omega_A(\varphi_A(p), \varphi_A(p')) - \omega_B(\varphi_B(p), \varphi_B(p')) + \omega_B(\varphi_B(p), \varphi_B(p')) - \omega_C(\psi_C(s), \psi_C(s'))| \\
&< \varepsilon/2 + \varepsilon/2 = \varepsilon.
\end{align*}
\]

Since \( \varepsilon > 0 \) was arbitrary, it follows that \( A \cong_w C \) \( \square \).

**Proof of Theorem 12.** It is clear that \( d_{\mathcal{N}}(X, Y) \geq 0 \). To show \( d_{\mathcal{N}}(X, X) = 0 \), consider the correspondence \( R = \{(x, x) : x \in X\} \). Then for any \( (x, x), (x', x') \in R \), we have \( |\omega_X(x, x') - \omega_X(x, x')| = 0 \). Thus \( \text{dis}(R) = 0 \) and \( d_{\mathcal{N}}(X, X) = 0 \).

Next we show symmetry, i.e. \( d_{\mathcal{N}}(X, Y) \leq d_{\mathcal{N}}(Y, X) \) and \( d_{\mathcal{N}}(Y, X) \leq d_{\mathcal{N}}(X, Y) \). The two cases are similar, so we just show the second inequality. Let \( \eta > d_{\mathcal{N}}(X, Y) \). Let \( R \in \mathcal{R}(X, Y) \) be such that \( \text{dis}(R) < 2\eta \). Then define \( \tilde{R} = \{(y, x) : (x, y) \in R\} \). Note that \( \tilde{R} \in \mathcal{R}(Y, X) \). We have:

\[
\begin{align*}
\text{dis}(\tilde{R}) &= \sup_{(y, x), (x', x') \in \tilde{R}} |\omega_Y(y, y') - \omega_X(x, x')| \\
&= \sup_{(x, y), (x', y') \in R} |\omega_Y(y, y') - \omega_X(x, x')| \\
&= \sup_{(x, y), (x', y') \in R} |\omega_X(x, x') - \omega_Y(y, y')| = \text{dis}(R).
\end{align*}
\]

So \( \text{dis}(R) = \text{dis}(\tilde{R}) \). Then \( d_{\mathcal{N}}(Y, X) = \frac{1}{2} \inf_{S \in \mathcal{R}(Y, X)} \text{dis}(S) \leq \frac{1}{2} \text{dis}(\tilde{R}) < \eta \). This shows \( d_{\mathcal{N}}(Y, X) \leq d_{\mathcal{N}}(X, Y) \). The reverse inequality follows by a similar argument.

Next we prove the triangle inequality. Let \( R \in \mathcal{R}(X, Y), S \in \mathcal{R}(Y, Z) \), and let

\[
R \circ S = \{(x, z) \in X \times Z : \exists y \in Y, (x, y) \in R, (y, z) \in S\}
\]

First we claim that \( R \circ S \in \mathcal{R}(X, Z) \). This is equivalent to checking that for each \( x \in X \), there exists \( z \) such that \( (x, z) \in R \circ S \), and for each \( z \in Z \), there exists \( x \) such that \( (x, z) \in R \circ S \). The
proves of these two conditions are similar, so we just prove the former. Let \( x \in X \). Let \( y \in Y \) be such that \((x, y) \in R\). Then there exists \( z \in Z \) such that \((y, z) \in S\). Then \((x, z) \in R \circ S\).

Next we claim that \(\text{dis}(R \circ S) \leq \text{dis}(R) + \text{dis}(S)\). Let \((x, z), (x', z') \in R \circ S\). Let \( y \in Y \) be such that \((x, y) \in R\) and \((y, z) \in S\). Let \( y' \in Y \) be such that \((x', y') \in R\). Then we have:

\[
\|\omega_X(x, x') - \omega_Z(z, z')\| = \|\omega_X(x, x') - \omega_Y(y, y') + \omega_Y(y, y') - \omega_Z(z, z')\| \\
\leq \|\omega_X(x, x') - \omega_Y(y, y')\| + \|\omega_Y(y, y') - \omega_Z(z, z')\| \\
\leq \text{dis}(R) + \text{dis}(S).
\]

This holds for any \((x, z), (x', z') \in R \circ S\), and proves the claim.

Now let \( \eta_1 > d_N(X, Y) \), let \( \eta_2 > d_N(Y, Z) \), and let \( R \in \mathcal{R}(X, Y), S \in \mathcal{R}(Y, Z) \) be such that \(\text{dis}(R) < 2\eta_1\) and \(\text{dis}(S) < 2\eta_2\). Then we have:

\[
d_N(X, Z) \leq \frac{1}{2} \text{dis}(R \circ S) \leq \frac{1}{2} \text{dis}(R) + \frac{1}{2} \text{dis}(S) < 2\eta_1 + 2\eta_2.
\]

This shows that \(d_N(X, Z) < d_N(X, Y) + d_N(Y, Z)\), and proves the triangle inequality.

Finally, we claim that \(X \cong Y\) if and only if \(d_N(X, Y) = 0\). Suppose \(d_N(X, Y) = 0\). Let \( \varepsilon > 0\), and let \( R(\varepsilon) \in \mathcal{R}(X, Y) \) be such that \(\text{dis}(R(\varepsilon)) < \varepsilon\). Then for any \(z = (x, y), z' = (x', y') \in R(\varepsilon)\), we have \(\|\omega_X(x, x') - \omega_Y(y, y')\| < \varepsilon\). But this is equivalent to writing \(\|\omega_X(\pi_X(z), \pi_X(z')) - \omega_Y(\pi_Y(z), \pi_Y(z'))\| < \varepsilon\), where \(\pi_X : R(\varepsilon) \rightarrow X\) and \(\pi_Y : R(\varepsilon) \rightarrow Y\) are the canonical projection maps. This holds for each \(\varepsilon > 0\). Thus \(X \cong Y\).

Conversely, suppose \(X \cong Y\), and for each \(\varepsilon > 0\) let \(Z(\varepsilon)\) be a set with surjective maps \(\phi_X : Z(\varepsilon) \rightarrow X\) and \(\phi_Y : Z(\varepsilon) \rightarrow Y\) such that \(\|\omega_X(\phi_X(z), \phi_X(z')) - \omega_Y(\phi_Y(z), \phi_Y(z'))\| < \varepsilon\) for all \(z, z' \in Z(\varepsilon)\). For each \(\varepsilon > 0\), let \(R(\varepsilon) = \{(\phi_X(z), \phi_Y(z)) : z \in Z(\varepsilon)\}\). Then \(R(\varepsilon) \in \mathcal{R}(X, Y)\) for each \(\varepsilon > 0\), and \(\text{dis}(R(\varepsilon)) = \sup_{z, z' \in Z} \|\omega_X(\phi_X(z), \phi_X(z')) - \omega_Y(\phi_Y(z), \phi_Y(z'))\| < \varepsilon\).

We conclude that \(d_N(X, Y) = 0\). Thus \(d_N\) is a metric modulo Type II weak isomorphism. \(\square\)

**Proof of Example 14.** We start with some notation: for \(x, x' \in X\), \(y, y' \in Y\), let

\[
\Gamma(x, x', y, y') = \|\omega_X(x, x') - \omega_Y(y, y')\|.
\]

Let \(\varphi : X \rightarrow Y\) be a bijection. Note that \(R_\varphi := \{(x, \varphi(x)) : x \in X\}\) is a correspondence, and this holds for any bijection (actually any surjection) \(\varphi\). Since we minimize over all correspondences for \(d_N\), we conclude \(d_N(X, Y) \leq d_N(X, Y)\).

For the reverse inequality, we represent all the elements of \(\mathcal{R}(X, Y)\) as 2-by-2 binary matrices \(R\), where a 1 in position \(ij\) means \((x_i, y_j) \in R\). Denote the matrix representation of each \(R \in \mathcal{R}(X, Y)\) by \(\text{mat}(R)\), and the collection of such matrices as \(\text{mat}(\mathcal{R})\). Then we have:

\[
\text{mat}(\mathcal{R}) = \{(1, 0), (0, 1)\} \cup \{(0, 1), (1, 0)\}.
\]

Let \(A = \{(x_1, y_1), (x_2, y_2)\}\) (in matrix notation, this is \((1, 0)\)) and let \(B = \{(x_1, y_2), (x_2, y_1)\}\) (in matrix notation, this is \((0, 1)\)). Let \(R \in \mathcal{R}(X, Y)\). Note that either \(A \subseteq R\) or \(B \subseteq R\). Suppose that \(A \subseteq R\). Then we have:

\[
\max_{(x, y), (x', y') \in A} \Gamma(x, x', y, y') \leq \max_{(x, y), (x', y') \in R} \Gamma(x, x', y, y')
\]

Let \(\Omega(A)\) denote the quantity on the left hand side. A similar result holds in the case \(B \subseteq R\):

\[
\max_{(x, y), (x', y') \in B} \Gamma(x, x', y, y') \leq \max_{(x, y), (x', y') \in R} \Gamma(x, x', y, y')
\]

Let \(\Omega(B)\) denote the quantity on the left hand side. Since either \(A \subseteq R\) or \(B \subseteq R\), we have:

\[
\min \{\Omega(A), \Omega(B)\} \leq \min_{R \in \mathcal{R}(X, Y)} \max_{(x, y), (x', y') \in R} \Gamma(x, x', y, y')
\]

Thus, we can conclude that \(d_N(X, Y) = \Omega(A)\) for \(A \subseteq R\).
We may identify $A$ with the bijection given by $x_1 \mapsto y_1$ and $x_2 \mapsto y_2$. Similarly we may identify $B$ with the bijection sending $x_1 \mapsto y_1$ and $x_2 \mapsto y_2$. Thus we have
\[
\min \max_{x,x' \in X} \Gamma(x, x', \varphi(x), \varphi(x')) \leq \min \max_{R \in \mathcal{R}(X,Y)} \Gamma(x, x', y, y').
\]
So we have $\hat{d}_N(X,Y) \leq d_N(X,Y)$. Thus $\hat{d}_N = d_N$.

Next let $\{p, q\}$ and $\{p', q'\}$ denote the vertex sets of $X$ and $Y$. Consider the bijection $\varphi$ given by $p \mapsto p'$ and $q \mapsto q'$. Note that the weight matrix is determined by setting $\omega_X(p, p) = \alpha$, $\omega_X(p, q) = \delta$, $\omega_X(q, p) = \beta$, and $\omega_X(q, q) = \gamma$, and similarly for $Y$. Then we get $\text{dis}(\varphi) = \max((|\alpha - \alpha'|, |\beta - \beta'|, |\gamma - \gamma'|, |\delta - \delta'|)$ and $\text{dis}(\psi) = \max((|\alpha - \gamma'|, |\gamma - \alpha'|, |\delta - \beta'|, |\beta - \delta'|)$. The formula follows immediately.

**Proof of Proposition 17.** We begin with an observation. Given $X, Y \in \mathcal{F}_N$, let $X', Y' \in \mathcal{F}_N$ be such that $X \cong_{w} X'$, $Y \cong_{w} Y'$, and $\text{card}(X') = \text{card}(Y')$. Then we have:
\[
d_N(X,Y) \leq d_N(X,X') + d_N(X',Y') + d_N(Y,Y') = d_N(X',Y') \leq \hat{d}_N(X,Y),
\]
where the last inequality follows from Remark 15.

Next let $\eta > d_N(X,Y)$, and let $R \in \mathcal{R}(X,Y)$ be such that $\text{dis}(R) < \eta$. We wish to find networks $X'$ and $Y'$ such that $\hat{d}_N(X',Y') < \eta$. Write $Z = X \times Y$, and write $f : Z \to X$ and $g : Z \to Y$ to denote the (surjective) projection maps $(x, y) \mapsto x$ and $(x, y) \mapsto y$. Notice that we may write $R = \{(f(z), g(z)) : z \in R \subseteq Z\}$. In particular, by the definition of a correspondence, the restrictions of $f, g$ to $R$ are still surjective.

Define two weight functions $f^* \omega, g^* \omega : R \times R \to \mathbb{R}$ by $f^* \omega(z, z') = \omega_X(f(z), f(z'))$ and $g^* \omega(z, z') = \omega_Y(g(z), g(z'))$. Let $(U, \omega_U) = (R, f^* \omega)$ and let $(V, \omega_V) = (R, g^* \omega)$. Note that $d_N(U,V) = 0$ by Remark 8, because $\text{card}(U) \geq \text{card}(X)$ and for all $z, z' \in U$, we have $\omega_U(z, z') = f^* \omega(z, z') = \omega_X(f(z), f(z'))$ for the surjective map $f$. Similarly $d_N(Y,V) = 0$.

Next let $\varphi : U \to V$ be the bijection $z \mapsto z$. Then we have:
\[
\sup_{z,z' \in U} |\omega_U(z, z') - \omega_V(\varphi(z), \varphi(z'))| = \sup_{z,z' \in U} |\omega_X(f(z), f(z')) - \omega_Y(g(z), g(z'))| = \sup_{(x,y),(x',y') \in R} |\omega_X(x,x') - \omega_Y(y,y')| = \text{dis}(R).
\]

So there exist networks $U, V$ with the same node set (and thus the same cardinality) such that $d_N(U,V) \leq \frac{1}{2} \text{dis}(R) < \eta$. We have already shown that $d_N(X,Y) \leq \hat{d}_N(U,V)$. Since $\eta > d_N(X,Y)$ was arbitrary, it follows that we have:
\[
d_N(X,Y) = \inf \left\{ \hat{d}_N(X',Y') : X' \cong_{w} X, Y' \cong_{w} Y, \text{ and } \text{card}(X') = \text{card}(Y') \right\}.
\]

**Proof of Theorem 23.** By Theorem 13, we know that $X$ and $Y$ are Type I weakly isomorphic. So there exists a set $V$ with surjections $\varphi_X : V \to X$, $\varphi_Y : V \to Y$ such that $A_X(\varphi_X(v), \varphi_X(v')) = A_Y(\varphi_Y(v), \varphi_Y(v'))$ for all $v, v' \in V$. Thus we obtain (not necessarily unique) maps $f : X \to Y$ and $g : Y \to X$ that are weight-preserving. Hence the composition $g \circ f : X \to X$ is a weight-preserving map. Without loss of generality, assume that $X$ is $\Psi$-controlled. Recall that
We also choose $\eta$ such that there exists a continuous function $\Psi : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+$ such that $\Psi(0, 0) = 0$ and $A_X(x, x') \leq \Psi(A_X(x, x''), A_X(x'', x'))$ for all $x, x', x'' \in X$.

It is known that an isometric embedding from a compact metric space into itself must be bijective [7, Theorem 1.6.14]. We now prove a similar result using the assumptions of our theorem. Let $h : X \to X$ be a weight-preserving map. By the assumption of a dissimilarity network, we know that $f, g$ and $h$ are injective.

We check that $h$ is continuous, using the assumptions about the topology on $X$. Let $V \subseteq h(X)$ be open. Define $U := h^{-1}[V]$. We claim that $U$ is open. Let $x \in U$, and consider $h(x) \in V$. Since $V$ is open and the forward balls form a base for the topology, we pick $\varepsilon > 0$ such that $B^+(h(x), \varepsilon) \subseteq V$. Now let $x' \in B^+(x, \varepsilon)$. Then $A_X(h(x), h(x')) = A_X(x, x') < \varepsilon$, so $h(x') \in B^+(h(x), \varepsilon) \subseteq V$. Hence $x' \in U$. It follows that $B^+(x, \varepsilon) \subseteq U$. Hence $U$ is open, and $h$ is continuous.

Next we check that $X$ is Hausdorff, using the $\Psi_X$-controllability assumption. Let $x, x' \in X$, where $x \neq x'$. Using continuity of $\Psi_X$, let $\varepsilon > 0$ be such that $\Psi([0, \varepsilon), [0, \varepsilon)) \subseteq [0, A_X(x, x')]$. We wish to show that $B^+(x, \varepsilon) \cap B^+(x', \varepsilon) = \emptyset$. Towards a contradiction, suppose this is not the case and let $z \in B^+(x, \varepsilon) \cap B^+(x', \varepsilon)$. Then $A_X(x, z) = A_X(x', z) < \varepsilon$, so $h(x) \in B^+(h(x), \varepsilon) \subseteq V$. Hence $x' \in U$. It follows that $B^+(x, \varepsilon) \subseteq U$. Hence $U$ is open, and $h$ is continuous.

Now $h(X)$ is compact, being the continuous image of a compact space, and it is closed in $X$ because it is a compact subset of a Hausdorff space.

Finally we show that $h$ is surjective. Towards a contradiction, suppose that the open set $X \setminus h(X)$ is nonempty, and let $x \in X \setminus h(X)$. Using the topology assumption on $X$, pick $\varepsilon > 0$ such that $B^+(x, \varepsilon) \subseteq X \setminus h(X)$. Define $x_0 := x$, and $x_n := h(x_{n-1})$ for each $n \in \mathbb{N}$. Then for each $n \in \mathbb{N}$, we have $A_X(x_0, x_n) \geq \varepsilon$. Since $h$ is weight-preserving, we also have $A_X(x_k, x_{k+n}) \geq \varepsilon$ for all $k, n \in \mathbb{N}$. Since $X$ is sequentially compact, the sequence $(x_k)_{k \geq 0}$ has a convergent subsequence $(x_k)_{k \in \mathbb{N}}$ that limits to some $z \in X$. Thus $B^+(z, r)$ contains all but finitely many terms of this sequence, for any $r > 0$. Now for any $m, n \in \mathbb{N}$ we observe:

\[ A_X(x_m, x_n) \leq \Psi(A_X(x_m, z), A_X(z, x_n)), \text{ where } A_X(x_m, z) \leq \Psi(A_X(x_m, x_m), A_X(z, x_m)) = \Psi(0, A_X(z, x_m)), \]

and similarly $A_X(x_n, z) \leq \Psi(0, A_X(z, x_n)).$

Since $\Psi$ is continuous and vanishes at $(0, 0)$, we choose $\delta > 0$ such that $\Psi((0, \delta), (0, \delta)) \subseteq [0, \varepsilon)$. We also choose $\eta > 0$ such that $\Psi((0, \eta), (0, \eta)) \subseteq [0, \delta)$. Since $B^+(z, \eta)$ contains all but finitely many terms of the sequence $(x_k)_{j \geq N}$, we pick $N \in \mathbb{N}$ so that $x_k \in B^+(z, \eta)$, for all $m \geq N$. Let $m, n \geq N$. Then $A_X(z, x_k) < \eta$ and $A_X(z, x_{k+n}) < \eta$. Thus $A_X(x_k, z) \leq \Psi(0, A_X(z, x_k)) < \delta$ and $A_X(x_{k+n}, z) \leq \Psi(0, A_X(z, x_{k+n})) < \delta$. It follows that $A_X(x_k, x_{k+n}) < \varepsilon$.

But this is a contradiction to what we have shown before. Thus $h$ is surjective, hence bijective. Since $h$ was an arbitrary weight-preserving map from $X$ into itself, the same result holds for $g \circ f : X \to X$. This shows that $g$ is surjective. It follows that $X \cong Y$. □

**Proof of Proposition 38.** All of these cases are easy to check, so we will just record the proof for spec. Suppose $(X, \omega_X)$ and $(Y, \omega_Y)$ are strongly isomorphic via $\varphi$. Let $x \in X$. Let $\alpha \in \text{spec}_X(x)$. Then there exists $x' \in X$ such that $\alpha = \omega_X(x, x')$. But since $\omega_X(x, x') = \omega_Y(\varphi(x), \varphi(x'))$, we also have $\alpha \in \text{spec}_Y(\varphi(x))$. Thus $\text{spec}_X(x) \subseteq \text{spec}_Y(\varphi(x))$. The reverse containment is similar. Thus for any $x \in X$, $\text{spec}_X(x) = \text{spec}_Y(\varphi(x))$. Since $\text{spec}(X) = \bigcup_{x \in X} \text{spec}_X(x)$, it follows that $\text{spec}(X) = \text{spec}(Y)$. □

**Lemma 53.** Let $(X, \omega_X), (Y, \omega_Y) \in \mathcal{CN}$. Let $f$ represent any of the maps tr, out, and in, and let $f_X$ (resp. $f_Y$) represent the corresponding map $\text{tr}_X, \text{out}_X, \text{in}_X$ (resp. $\text{tr}_Y, \text{out}_Y, \text{in}_Y$). Then we
obtain:
\[ d_H(f(X), f(Y)) = \inf_{R \in \mathcal{R}(X,Y)} \sup_{(x,y) \in R} |f_X(x) - f_Y(y)|. \]

**Proof of Lemma 53.** Observe that \( f(X) = \{ f_X(x) : x \in X \} = f_X(X) \), so we need to show
\[ d_H(f_X(X), f_Y(Y)) = \inf_{R \in \mathcal{R}(X,Y)} \sup_{(x,y) \in R} |f_X(x) - f_Y(y)|. \]
Recall that by the definition of Hausdorff distance on \( \mathbb{R} \), we have
\[ d_H(f_X(X), f_Y(Y)) = \max \left\{ \sup_{x \in X} \inf_{y \in Y} |f_X(x) - f_Y(y)|, \sup_{y \in Y} \inf_{x \in X} |f_X(x) - f_Y(y)| \right\}. \]
Let \( a \in X \) and let \( R \in \mathcal{R}(X,Y) \). Then there exists \( b \in Y \) such that \( (a,b) \in R \). Then we have:
\[ |f_X(a) - f_Y(b)| \leq \sup_{(x,y) \in R} |f_X(x) - f_Y(y)|, \]
and so
\[ \inf_{b \in Y} |f_X(a) - f_Y(b)| \leq \sup_{(x,y) \in R} |f_X(x) - f_Y(y)|. \]
This holds for all \( a \in X \). Then,
\[ \sup_{a \in X} \inf_{b \in Y} |f_X(a) - f_Y(b)| \leq \sup_{(x,y) \in R} |f_X(x) - f_Y(y)|. \]
This holds for all \( R \in \mathcal{R}(X,Y) \). So we have
\[ \sup_{a \in X} \inf_{b \in Y} |f_X(a) - f_Y(b)| \leq \inf_{R \in \mathcal{R}(X,Y)} \sup_{(x,y) \in R} |f_X(x) - f_Y(y)|. \]
By a similar argument, we also have
\[ \sup_{b \in Y} \inf_{a \in X} |f_X(a) - f_Y(b)| \leq \inf_{R \in \mathcal{R}(X,Y)} \sup_{(x,y) \in R} |f_X(x) - f_Y(y)|. \]
Thus \( d_H(f_X(X), f_Y(Y)) \) was arbitrary, it follows that
\[ \sup_{(x,y) \in R} |f_X(x) - f_Y(y)| \leq d_H(f_X(X), f_Y(Y)). \]

Now we show the reverse inequality. Let \( x \in X \), and let \( \eta > d_H(f_X(X), f_Y(Y)) \). Then there exists \( y \in Y \) such that \( |f_X(x) - f_Y(y)| < \eta \). Define \( \varphi(x) = y \), and extend \( \varphi \) to all of \( X \) in this way. Let \( y \in Y \). Then there exists \( x \in X \) such that \( |f_X(x) - f_Y(y)| < \eta \). Define \( \psi(y) = x \), and extend \( \psi \) to all of \( Y \) in this way. Let \( R = \{(x, \varphi(x)) : x \in X\} \cup \{(\psi(y), y) : y \in Y\} \). Then for each \( (a,b) \in R \), we have \( |f_X(a) - f_Y(b)| < \eta \). Thus we have \( \inf_{R \in \mathcal{R}(X,Y)} \sup_{(x,y) \in R} |f_X(x) - f_Y(y)| < \eta \).

Since \( \eta > d_H(f_X(X), f_Y(Y)) \) was arbitrary, it follows that
\[ \inf_{R \in \mathcal{R}(X,Y)} \sup_{(x,y) \in R} |f_X(x) - f_Y(y)| \leq d_H(f_X(X), f_Y(Y)). \]

**Proof of Proposition 41.** Let \( \eta > d_N(X,Y) \). We break this proof into three parts.
The **diam case.** Recall that diam is an \( \mathbb{R} \)-valued invariant, so we wish to show \( |\text{diam}(X) - \text{diam}(Y)| \leq 2d_N(X,Y) \). Let \( R \in \mathcal{R}(X,Y) \) be such that for any \( (a,b), (a',b') \in R \), we have \( |\omega_X(a, a') - \omega_Y(b, b')| < 2\eta \).
Let \( x, x' \in X \) such that \(|\omega_X(x, x')| = \text{diam}(X)\), and let \( y, y' \) be such that \((x, y), (x', y') \in R\). Then we have:

\[
|\omega_X(x, x') - \omega_Y(y, y')| < 2\eta
\]
\[
|\omega_X(x, x') - \omega_Y(y, y')| + |\omega_Y(y, y')| < 2\eta + |\omega_Y(y, y')|
\]
\[
|\omega_X(x, x')| < \text{diam}(Y) + 2\eta.
\]

Thus \( \text{diam}(X) < \text{diam}(Y) + 2\eta \)

Similarly, we get \( \text{diam}(Y) < \text{diam}(X) + 2\eta \). It follows that \(|\text{diam}(X) - \text{diam}(Y)| < 2\eta\). Since \( \eta > d_N(X, Y) \) was arbitrary, it follows that:

\[
|\text{diam}(X) - \text{diam}(Y)| \leq 2d_N(X, Y).
\]

For tightness, consider the networks \( X = N_1(1) \) and \( Y = N_1(2) \). By Example 7, we have that \( d_N(X, Y) = \frac{1}{2} \). On the other hand, \( \text{diam}(X) = 1 \) and \( \text{diam}(Y) = 2 \) so that \(|\text{diam}(X) - \text{diam}(Y)| = 1 = 2d_N(X, Y)\).

**The cases** \( \text{tr} \), \( \text{out} \), and \( \text{in} \). First we show \( \text{L}(\text{tr}) = 2 \). By Lemma 53, it suffices to show:

\[
\inf_{R \in \mathcal{R}(X, Y)} \sup_{(x, y) \in R} |\text{tr}_X(x) - \text{tr}_Y(y)| < 2\eta.
\]

Let \( R \in \mathcal{R}(X, Y) \) be such that for any \((a, b), (a', b') \in R\), we have \(|\omega_X(a, a') - \omega_Y(b, b')| < 2\eta\). Then we obtain \(|\omega_X(a, a) - \omega_Y(b, b)| < 2\eta\). Thus \(|\text{tr}_X(a) - \text{tr}_Y(b)| < 2\eta\). Since \((a, b) \in R\) was arbitrary, it follows that \(\sup_{(a, b) \in R} |\text{tr}_X(a) - \text{tr}_Y(b)| < 2\eta\). It follows that \(\inf_{R \in \mathcal{R}} \sup_{(a, b) \in R} |\text{tr}_X(a) - \text{tr}_Y(b)| < 2\eta\). The result now follows because \( \eta > d_N(X, Y) \) was arbitrary. The proofs for \( \text{out} \) and in are similar, so we just show the former. By Lemma 53, it suffices to show:

\[
\inf_{R \in \mathcal{R}(X, Y)} \sup_{(x, y) \in R} |\text{out}_X(x) - \text{out}_Y(y)| < 2\eta.
\]

Recall that \( \text{out}_X(x) = \max_{x' \in X} |\omega_X(x, x')| \). Let \( R \in \mathcal{R}(X, Y) \) be such that \(|\omega_X(x, x') - \omega_Y(y, y')| < 2\eta\) for any \((x, y), (x', y') \in R\). By triangle inequality, it follows that \(|\omega_X(x, x')| < |\omega_Y(y, y')| + 2\eta\). In particular, for \((x', y') \in R\) such that \(|\omega_X(x, x')| = \text{out}_X(x)\), we have \(\text{out}_X(x) < |\omega_Y(y, y')| + 2\eta\). Hence \(\text{out}_X(x) < \text{out}_Y(y) + 2\eta\). Similarly, \(\text{out}_Y(y) < \text{out}_X(x) + 2\eta\). Thus we have \(|\text{out}_X(x) - \text{out}_Y(y)| < 2\eta\). This holds for all \((x, y) \in R\), so we have:

\[
\sup_{(x, y) \in R} |\text{out}_X(x) - \text{out}_Y(y)| < 2\eta.
\]

Minimizing over all correspondences, we get:

\[
\inf_{R \in \mathcal{R}} \sup_{(a, b) \in R} |\text{out}_X(a) - \text{out}_Y(b)| < 2\eta.
\]

The result follows because \( \eta > d_N(X, Y) \) was arbitrary.

Finally, we need to show that our bounds for the Lipschitz constant are tight. Let \( X = N_1(1) \) and let \( Y = N_1(2) \). Then \( d_N(X, Y) = \frac{1}{2} \). We also have \( d_H^{\text{tr}}(\text{tr}(X), \text{tr}(Y)) = 1 - 1 = 1 \), and similarly \( d_H^{\text{out}}(\text{out}(X), \text{out}(Y)) = d_H^{\text{in}}(\text{in}(X), \text{in}(Y)) = 1 \).

**The cases** \( m^{\text{out}} \) and \( m^{\text{in}} \). The two cases are similar, so let’s just prove \( \text{L}(m^{\text{out}}) = 2 \). Since \( m^{\text{out}} \) is an \( \mathbb{R} \)-invariant, we wish to show \(|m^{\text{out}}(X) - m^{\text{out}}(Y)| < 2\eta\). It suffices to show:

\[
|m^{\text{out}}(X) - m^{\text{out}}(Y)| \leq d_H^{\text{R}}(\text{out}(X), \text{out}(Y)),
\]
because we have already shown
\[ d^R_H(\text{out}(X), \text{out}(Y)) = \inf_{R \in \mathcal{R}(X,Y)} \sup_{(x,y) \in R} |\text{out}_X(x) - \text{out}_Y(y)| < 2\eta. \]

Here we have used Lemma 53 for the first equality above.

Let \( \varepsilon > d^R_H(\text{out}(X), \text{out}(Y)) \). Then for any \( x \in X \), there exists \( y \in Y \) such that:
\[ |\text{out}_X(x) - \text{out}_Y(y)| < \varepsilon. \]

Let \( a \in X \) be such that \( m^\text{out}(X) = \text{out}_X(a) \). Then we have:
\[ |\text{out}_X(a) - \text{out}_Y(y)| < \varepsilon, \]
for some \( y \in Y \). In particular, we have:
\[ m^\text{out}(Y) \leq \varepsilon + \text{out}_X(a) = \varepsilon + m^\text{out}(X). \]

Similarly, we obtain:
\[ m^\text{out}(X) < \varepsilon + m^\text{out}(Y). \]

Thus we have \( |m^\text{out}(X) - m^\text{out}(Y)| < \varepsilon. \) Since \( \varepsilon > d^R_H(\text{out}(X), \text{out}(Y)) \) was arbitrary, we have:
\[ |m^\text{out}(X) - m^\text{out}(Y)| \leq d^R_H(\text{out}(X), \text{out}(Y)). \]

The inequality now follows by Lemma 53 and our proof in the case of the out map.

For tightness, note that \( |m^\text{out}(N_1(1)) - m^\text{out}(N_1(2))| = |1 - 2| = 1 = 2 \cdot \frac{1}{2} = 2d_X(N_1(1), N_1(2)) \).

The same example works for the in map. \( \square \)

**Proof of Proposition 43.** (First inequality.) Let \( X,Y \in \mathcal{CN} \) and let \( \eta > d_X(X,Y) \). Let \( R \in \mathcal{R}(X,Y) \) be such that \( \sup_{(x,y),(x',y') \in R} |\omega_X(x,x') - \omega_Y(y,y')| < 2\eta \). Let \( (x,y) \in R \), and let \( \alpha \in \text{spec}_X(x) \). Then there exists \( x' \in X \) such that \( \omega_X(x,x') = \alpha \). Let \( y' \in Y \) be such that \( (x',y') \in R \). Let \( \beta = \omega_Y(y,y') \). Note \( \beta \in \text{spec}_Y(y) \). Also note that \( |\alpha - \beta| < 2\eta \).

By a symmetric argument, for each \( \beta \in \text{spec}_Y(y) \), there exists \( \alpha \in \text{spec}_X(x) \) such that \( |\alpha - \beta| < 2\eta \). So \( d^R_H(\text{spec}_X(x), \text{spec}_Y(y)) < 2\eta \). This is true for any \( (x,y) \in R \), and so we have \( \sup_{(x,y) \in R} d^R_H(\text{spec}_X(x), \text{spec}_Y(y)) \leq 2\eta \). Then we have:
\[ \inf_{R \in \mathcal{R}(X,Y)} \sup_{(x,y) \in R} d^R_H(\text{spec}_X(x), \text{spec}_Y(y)) \leq 2\eta. \]

Since \( \eta > d_X(X,Y) \) was arbitrary, the first inequality follows.

(Second inequality.) Let \( R \in \mathcal{R}(X,Y) \). Let \( \eta(R) = \sup_{(x,y) \in R} d^R_H(\text{spec}_X(x), \text{spec}_Y(y)) \). Let \( \alpha \in \text{spec}(X) \). Then \( \alpha \in \text{spec}_X(x) \) for some \( x \in X \). Let \( y \in Y \) such that \( (x,y) \in R \). Then there exists \( \beta \in \text{spec}_Y(y) \) such that \( |\alpha - \beta| \leq d^R_H(\text{spec}_X(x), \text{spec}_Y(y)) \), and in particular, \( |\alpha - \beta| \leq \eta(R) \).

In other words, for each \( \alpha \in \text{spec}(X) \), there exists \( \beta \in \text{spec}(Y) \) such that \( |\alpha - \beta| \leq \eta(R) \). By a symmetric argument, for each \( \beta \in \text{spec}(Y) \), there exists \( \alpha \in \text{spec}(X) \) such that \( |\alpha - \beta| \leq \eta(R) \). Thus \( d^R_H(\text{spec}(X), \text{spec}(Y)) \leq \eta(R) \). This holds for any \( R \in \mathcal{R} \). Thus we have
\[ d^R_H(\text{spec}(X), \text{spec}(Y)) \leq \inf_{R \in \mathcal{R}(X,Y)} \sup_{(x,y) \in R} d^R_H(\text{spec}_X(x), \text{spec}_Y(y)). \]

This proves the second inequality. \( \square \)

**Proof of Theorem 45.** Let \( n \in \mathbb{N} \). We wish to show \( d_n(M_n(X), M_n(Y)) \leq 2d_X(X,Y) \). Let \( R \in \mathcal{R}(X,Y) \). Let \( (x_i) \in X^n \), and let \( (y_i) \in Y^n \) be such that for each \( i \), we have \( (x_i, y_i) \in R \). Then for all \( j,k \in \{1, \ldots, n\} \), \( |\omega_X(x_i, x_j) - \omega_Y(y_i, y_j)| \leq \text{dis}(R) \).
Thus $\inf_{(y_i)\in Y^n} \|\omega_X(x_i, x_j) - \omega_Y(y_i, y_j)\| \leq \text{dis}(R)$. This is true for any $(x_i) \in X^n$. Thus we get:

$$\sup_{(x_i)\in X^n} \inf_{(y_i)\in Y^n} \|\omega_X(x_i, x_j) - \omega_Y(y_i, y_j)\| \leq \text{dis}(R).$$

By a symmetric argument, we get $\sup_{(y_i)\in Y^n} \inf_{(x_i)\in X^n} \|\omega_X(x_i, x_j) - \omega_Y(y_i, y_j)\| \leq \text{dis}(R)$. Thus $d_n(M_n(X), M_n(Y)) \leq \text{dis}(R)$. This holds for any $R \in \mathcal{R}(X, Y)$. Thus $d_n(M_n(X), M_n(Y)) \leq \inf_{R \in \mathcal{R}(X, Y)} \text{dis}(R) = 2d_X(X, Y)$.

For tightness, let $X = N_1(1)$ and let $Y = N_1(2)$. Then $d_X(X, Y) = \frac{1}{2}$, so we wish to show $d_n(M_n(X), M_n(Y)) = 1$ for each $n \in \mathbb{N}$. Let $n \in \mathbb{N}$. Let $1_{n \times n}$ denote the $n \times n$ matrix with 1 in each entry. Then $M_n(X) = \{1_{n \times n}\}$ and $M_n(Y) = \{2 \cdot 1_{n \times n}\}$. Thus $d_n(M_n(X), M_n(Y)) = 1$. Since $n$ was arbitrary, we conclude that equality holds for each $n \in \mathbb{N}$. \qed
APPENDIX B. ADDITIONAL RESULTS ON SIMULATED HIPPOCAMPAL NETWORKS

Figure 14. Single linkage dendrogram based on local spectrum lower bound of Proposition 49 corresponding to hippocampal networks with place field radius 0.2L.

Figure 15. Single linkage dendrogram based on local spectrum lower bound of Proposition 49 corresponding to hippocampal networks with place field radius 0.1L.
Figure 16. Single linkage dendrogram based on local spectrum lower bound of Proposition 49 corresponding to hippocampal networks with place field radius $0.05L$.
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